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Abstract  

In 2018 the UK implemented the European Union’s (EU) General Data Protection 

Regulations (GDPR) into law as the Data Protection Act 2018. This significantly increased 

the personal data requirements organisations needed to meet to be compliant. 

One of these requirements is that organisations now need to gain informed consent from 

data subjects to use their personal data. I wanted to explore if current privacy by design 

models can keep up with the change in data protection regulations. If they do not seem to 

be able to do so, I wanted to explore if they could be extended to gain informed consent. 

The thesis looks at several privacy by design models, and then presents a model that can 

provide a foundation for future privacy by design frameworks can to be extended to gain 

informed consent from data subjects. The thesis also compares the new framework against 

an existing privacy by design framework, to show how it provides additional functionality. 

 

“I’d take the awe of understanding over the awe of ignorance any day.”  

 Douglas Adams, The Salmon of Doubt  
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1 Introduction 

1.1  Current situation and background. 

The UK’s Data Protection Act 2018 (DPA) introduced a robust set of controls relating to 

how organisations can use personal data. Each of the member states of the EU were and 

continue to be required to implement the GDPR into their own laws. Meaning that the EU 

member states, as well as the UK, all have the same regulatory framework regarding data 

protection. The DPA is the UK’s implementation of the European Union’s (EU) General 

Data Protection Regulations (GDPR). When the UK left the EU the DPA was been 

updated in January 2021, to enable it to work effectively in a UK context. This means that 

an organisation holding personal information may need to ensure that they are complying 

with the DPA for UK citizens and GDPR for EU citizens. For this thesis it is assumed that 

the requirement of gaining informed consent is required for both sets of legislation.  

The DPA includes a more substantial need for organisations to be able to show that they 

have gained informed consent from data subjects1 (their customers) to be able to use and 

process their personal data. This is especially true when comparing the current legislation 

with the previous data protection act, enacted in 1998. The fines that can now be levied on 

organisations for breaching the DPA are now noticeably more severe than they used to be. 

In addition, the requirements of the DPA are now more strongly worded. The wording is 

now typically “Must be …” as opposed to “Shall be …” (Practical Law Employment, 

Employment and Practical Law Employment, 2020). 

In line with the updates in the law regarding data protection, in the world of creating 

computer systems the concept of Information Security has been moving from a post post-

launch add on to being considered while the system is first being created. In recent years 

the concept of privacy by design (Pbd) (Wuyts, Scandariato and Joosen, 2014) has 

appeared. Additionally, privacy by default (PbdF) and the implementation of privacy and 

security are taking place at the earliest stages of a systems’ lifecycle. 

 
1 Is “… [a] living individual on whom personal data is held”(ICO, 

2020b) 
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This work will focus on looking at Pbd models because article 25 paragraph 2 of the 

GDPR states that “The controller shall implement appropriate technical and organisational 

measures for ensuring that, by default, only personal data which are necessary for each 

specific purpose of the processing are processed.” (European Union, 2016)[emphasis is 

that of the author]. This is taken to mean that Pbd methods need to be used. 

In addition to the increasing legal requirements, there has been a growth in interest in the 

protection of personal information from the media. Examples of this include coverage of:  

• The UK’s NHS Covid-19 mobile application coverage in 2020 (Channel 4 news, 

2020) by Channel 4 news. 

• Cambridge Analytica/Facebook coverage in 2018 by Channel 4 news (Channel 4 

news, 2018) and the Guardian newspaper in the UK (Wong, 2019). 

• The Pegasus Project coverage in 2021 by the Guardian newspaper in the UK 

(McKernan, 2021). 

Since the introduction of the DPA in 2018, the ICO2 has fined, or otherwise punished, a 

number of organisations for data breaches that have also been covered by the media 

including: 

• EasyJet (Guardian, 2020), when a hack into their systems led to email addresses, 

travel details and payment card details being stolen. 

• Amazon, Apple, and Google (BBC, 2019) accused of not fully complying with data 

subject requests to see their own data. 

• Google fined  €50000000 (CNIL, 2019) for the use of personalised adverts that 

they did not have clear and valid consent for. 

• A Portuguese Hospital given a €400000 fine (Meneszes, 2019), for violations 

including a lack of implementation of measures to prevent unlawful access to 

personal data. 

• The UK’s HMRC (ICO, 2019b) for not giving data subjects sufficient information 

about how recordings of their voice would be used in identifying them when they 

called the HMRC. 

• British Airways fined £118,390,000 (ICO, 2019c) due to an incident in which some 

traffic intended to go to the British Airways website was diverted to a fraudulent 

website. That led to around 500000 data subjects’ personal data being breached. 

 
2 ICO or its counterparts in other EU member states. 
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• The Marriot Hotel chain fined $99,000,000 (ICO, 2019d) for an incident that 

exposed personal data of around 339,000,000 guest records globally. 

• Amazon fined $886,600,000 (BBC, 2021) for processing personal data in a way 

that did not comply with EU law.3 

Across the countries that have implemented GDPR there have been 518 fines issued 

relating to not gaining the full consent of a data subject with the fines totalling 

€465,992,081(CMS Law, no date). The categories used in these numbers are “Insufficient 

Data Processing Agreement”, “Insufficient Fulfilment of data subjects” rights” and 

“Insufficient legal basis for data processing”. 

Organisations also need to consider the actions of third parties. A third parties’ actions can 

tarnish the reputation of the Organisation. For example, a private provider of student 

accommodation used by students of the University of Brighton was found to have put into 

general waste students’ belongings including passports and other documentation that could 

be used to identify students (BBC, 2020a). While the University of Brighton had no part of 

this, the University’s name was used in media headlines reporting this incident, potentially 

damaging the reputation of the university. 

It's not just organisations that have fallen foul of the DPA. It has been reported that a 

grandmother has been ordered to delete pictures of her grandchildren from Facebook as 

she did not have permission from the children’s parents (BBC, 2020b). 

The high levels of continuing media interest in how personal data is being used and 

misused by organisations within the UK have likely resulted in closer attention by the 

public as to whom can access their personal data. 

The ability to use personal data to target consumers directly has significant financial 

considerations for organisations. In 2009, $149.3 billion was spent on targeted advertising, 

which resulted in $1,783 trillion in sales (Wicker and Schrader, 2011). This has many 

important implications for organisations. Handled incorrectly there can be damaging 

negative media attention and, in the case of a data breach massive fines. 

 
3 It is reported that (at the time of writing) Amazon has won an 

appeal against this ruling. 
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An additional but significant issue that has had some media attention is how many websites 

ask users to give their consent to cookies.  Mainstream podcasts have covered this issue 

from an end-user point of view, such as the podcast “Skeptics with a K” (Hall, Marshall 

and Howarth, 2020). The episode of Skeptics with a K criticised how some sites 

implemented the way they asked for consent. This podcast identified that websites often 

prevented users from reading a webpage until they have consented for the use of their 

personal data. In addition, some websites, make it difficult for users to choose the cookies 

they want to consent to by giving the explanations in inaccessible language, or hidden 

behind a Settings option, for example the Smooth Radio website.(Smooth Radio, no date) 

A study examining how consumers interact with different cookie consent pop-ups suggests 

that consumers are confused about how cookies function (Lomas, 2019). Research 

indicates that consumers expect that if they do not click to consent to the use of cookies, 

that data is not collected about them, although this is not often the case (Utz et al., 2019). It 

has also been shown that many consumers would engage with consent notices, but the 

notices do not currently offer a meaningful choice to the consumer (Utz et al., 2019). If 

cookie consent notices were GDPR compliant, only about 0.1% of users would actually 

consent to the use of third-party cookies (Utz et al., 2019). 

How can organisations gain and importantly maintain the trust of the people whose 

information they hold and process? 

94% of people (The Open Data Institute, 2018)4 stated that trust was essential to them 

when deciding to share personal data with an organisation. Just 36%  (The Open data 

Institute, 2018) said that they would share their data with an organisation, they do not 

know.  Compliance with the current data protection regulations may be able to assist in this 

regard. Organisations may need a change of perspective to see privacy as a benefit as 

opposed to a burden. Some organisations have already started to grasp this. Apple took the 

step to protect users’ data by encrypting all data on their devices from 2014(Allison, 2019).  

DuckDuckGo, a search engine, in an unusual step, diverging from most search engines, 

does not use personal data to provide personalised adverts. It only uses general advertising. 

Both Apple and DuckDuckGo offer popular services (DuckDuckGo exceeding 1 billion 

 
4 The survey was carried out by YouGov PLC, sample size of 2,023 

adults between 28-29 November 2017. Figures were weighted and are 

representative of all GB adults. 
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search requests in January 2019 (Allison, 2019) and Apple recording quarterly sales of 

$58.3bn in March 2020, an increase of $3.8bn from the same time in 2019). This very 

much contrasts with what happened to Cambridge Analytica, who did not appear to see 

privacy as a benefit and is no longer operating. (House, 2020) 

1.2  Changes in the legal requirements 

As previously mentioned, in 1.1 “Current situation and background”, we have seen an 

increase in the legal requirements that organisations need to be compliant with.  

For example, organisations now need to report data breaches within 72 hours of becoming 

aware of them  (European Parliament, 2016). This means that an organisation needs to 

have a system of recording when a breach occurs so that the organisation’s data controller 

can report it to the appropriate authorities. The data controller also needs to report the 

violation to the data subjects clearly and plainly (European Parliament, 2016). 

In addition to the above, the definition of personal data has changed. It now includes 

information from the online world, such as cookies and IP addresses, as well as 

information that has traditionally been considered personal data (e.g., name and address). 

The fines that can be levied on an organisation are significantly higher than they once 

were. There are now two tiers of penalties that can be imposed on organisations. The first 

is the standard maximum fine (ICO, 2019e) which is €10 million (or sterling equivalent) or 

2% of the total annual worldwide turnover of the previous year, whichever is higher (ICO, 

2019e). 

The second, the higher maximum is €20 million (or sterling equivalent) or 4% of the total 

annual worldwide turnover for the previous year, whichever is higher (ICO, 2019e). 

The territorial scope of the new regulations has also been defined. If a “Controller” or 

“Processor” are not established within the EU and are processing personal data of EU data 

subjects, then the data protection regulations apply to them (European Parliament, 2016). 

This effectively means that EU data subjects are protected by EU law regardless of where 

the organisation holding and processing their personal data is based. This is relevant to UK 

organisations post Brexit. 
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Notably, the Data Protection Act 2018 defines what is meant by the “consent” of a data 

subject, concerning the storing and processing of their personal data. Organisations must 

now do much more to ensure they have real, informed consent from the data subjects. 

However, while the regulations state what is required, this is done in legal language 

[(European Parliament, 2016), Article 7], which needs considerable thought about how the 

requirements can be implemented into a useable system. When it comes to implementing 

the requirements of the regulation, the requirements need to be in a language that can be 

understood by those who are implementing it. 

The need for privacy and consent to use data subjects’ personal data also has to be 

balanced with the availability of being able to use that data in times of need (Robol et al., 

2018). An example is when a data subject is taken to a hospital. In that case, the medical 

staff will need to have access to the data subject’s personal data before they are able to 

carry out appropriate care. The data subject may not be able to give consent at that time, 

and waiting for the data subject to give consent may be life-threatening.  

The DPA, (in Part 3, Chapter 4, Section 57) sets out the implementation of data protection 

by design and default. This has been stated by the Information Commissioners Office to 

include privacy by default.(ICO, 2019a) Privacy by design concepts need to be included to 

help ensure compliance with this requirement (ICO, 2020a).  

While in this work I am looking at how frameworks can assist computer systems in gaining 

informed consent from data subjects, the nature of “informed consent” will need the input 

from other research fields such as Education, Law, Psychology and Ethics. 

Other parts of the world have introduced, or are looking to introduce, data protection laws. 

The US State of California has introduced the California Consumer Privacy Act of 2018 

(CCPA) (State of Callifornia Department of Justice; Office of the Attorney General, 2021), 

which brings into force similar protections to the EU’s GDPR for Californian citizens. It 

has also been reported that China has implemented similar data protection laws on 1st 

November 2021 with the Personal Information Protection Law (Ashurst, 2021)  “…recalls 

Europe’s GDPR in setting a framework to ensure user privacy” (Horwitz, 2021). Several 

other countries outside of the EU have started updating (or implementing) data protection 

legislations in response to GDPR, such as Argentina, Bahrain and Panama (Lexology, 

2021) 
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For an organisation, the cost of completely re-engineering their current way of working to 

ensure they are compliant with current DPA legislation, may be prohibitively expensive. A 

framework that can be used to complement and improve their existing way of working is 

likely to be of considerable value and easier to develop and integrate into current working 

practices. The framework will extend existing ways of working to gain compliance with 

the new regulations. 

1.3  Research Aims, Questions and Objectives. 

1.3.1 Aim 

It is the aim of this thesis to look at Pbd models, that are available for organisations to use, 

to see if they are able to gain consent or informed consent from data subjects. It also aims 

to suggest improvements and to set out the foundations of an “Informed Consent by 

Design” (ICBDF) framework. The aim of the ICBDF is to ensure that business’s systems 

have a greater chance of being compliant without excluding customers. 

If the models can only gain consent, what extensions can be added to them that would 

enable them to gain informed consent? 

1.3.2  Research Questions 

i) Do Pbd frameworks and their concepts help design computer systems to store 

and process personal data that are compliant with the informed consent 

requirements of DPA legislation? 

ii) If existing Pbd frameworks are not fully compliant, can they be extended to set 

out the foundations of an “Informed Consent by Design Framework” using 

metamodeling that is appropriate for computer systems?  

a. This should include a method to gain understanding of the data subject, but 

also help the organisation monitor its compliance.  
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1.4  Motivations: 

i) Consent vs Informed consent is a critical part of being able to be compliant with 

the legal requirements. This is discussed further in section 2.4 

ii) What are the consequences of failure to comply with the requirements of the 

DPA/GDPR? We have considered this in sections 1.1 and 1.2.  

 

1.5  Research Methodology 

The methodology chosen is one based on Design Science Research (DSR) for information 

systems. DSR is a method of research aimed at developing an artifact to enable the 

improvement of the artifact’s functionality. “DSR allows for the creation of a conceptual 

model for how researchers can carry out Design Science Research … to recognise and 

evaluate it”(Peffers et al., 2006). It is also a methodology that “…aims to solve known 

problems or design something that does not yet exist”(Goecks et al., 2021, p. 2) 

Steps of the DSR are: 

1) Problem identification and motivation 

2) Objectives of a solution 

3) Design and Development 

4) Demonstration. 

5) Evaluation 

6) Communication 

The thesis is limited in its ability to fully develop and demonstrate an informed consent 

framework. That said we will design a framework and demonstrate how it is envisioned to 

work with a worked example that highlights what it is able to do that other framework 

don’t. 

It is recognised that for an informed consent framework to reach its full potential, research 

from other disciplines will need to be drawn upon. The DSR is not likely to be helpful in 

these arears. Research frameworks such as the Functional-Cognitive framework, which 

offers a conceptual basis for greater co-operation between behavioural and cognitive 

psychology research, would be more appropriate for research in Psychology. (Barnes-

Holmes and Hussey, 2016) Due to its focus on psychology it is not going to be helpful in a 

thesis focussing in Computer Science.  
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Research frameworks such as the one put forward by Anton N Isaacs in “An overview of 

qualitative research methodology for public health researchers” has an approach that 

requires data collected from people who use a health care provision. This information 

would typically be sensitive medical information (Isaacs, 2014). If interviews were going 

to be done for this thesis, the information we are asking for would not be sensitive personal 

information, so the use of this research methodology would have limited applicability. 

A drawback of using the DSR research method is that it is one that does not take in 

external inputs (e.g. interviews) to improve the artifact being created. Thus would be a 

significant drawback if it was being used for a PhD thesis, which requires a higher level of 

review of the created article. However I believe that it is a good fit for an MPhil thesis. 

 

1.6  Thesis Outline. 

The first research question (section 1.3.2) will be addressed in steps 1 and 2 of the DSR, 

while the second research question will be addressed in steps 3,4 and 5 of the DSR. 

1.6.1 Step 1: Problem identification and motivation. 

This chapter (chapter 1 Introduction), as well as chapter 2 “Literature review”, will identify 

the problem, as well as the motivation for this research. Chapter 1 has laid out why 

organisations may need or want to look at their current systems that deal with processing 

and storing personal data, and how informed consent is gained. We have already seen in 

this chapter how the penalties the DPA introduces are at a level that can make a significant 

dent in the finances of even the largest companies. We noticed that, how the reporting of 

how companies are using personal data has made prime time news programmes and 

newspaper front pages. So, organisations not only face high fines, but also reputational 

damage from the association with failing to protect personal data. 

Chapter 2 will look into the differences between how consent is currently gained, and how 

consent needs to be gained under the current legal framework.  It will also look into the 
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current Pbd models and look at how they implement the gaining of consent. Are they able 

to help gain informed consent from data subjects? 

1.6.2 Step 2: Objectives of the solution. 

Chapter 2 will also be highlighting the issues found when reviewing current Pbd models. It 

will help define the requirements of the ICBDF. We will also look into if the current 

models do not appear to take into account the needs of the data subjects, and they do not 

offer an explanation to the data subjects of what they are consenting to in a way that is 

accessible to them. 

The focus of this thesis is to look at what the data subject is being asked, rather than how it 

is being asked. The consent request that the data subject is given needs to state what 

personal information is being collected, and why. Who is going to have access to that 

personal information, what they are going to use that personal information for, and why 

they have access to the personal information? 

It is outside of the scope of this thesis to look in detail at how the consent request is 

presented to the data subject, as it is believed that this is an area that is best researched by 

other disciplines. That said, any requirements that come out of research into this area needs 

to be included in the requirements of a computer system gaining a data subjects informed 

consent. In Chapters 3 and 4 we do consider how consent requests are understood by the 

data subject as that is relevant in considering what the request asks of them.  

1.6.3 Step 3: Design and Development 

In Chapter 3 we will look into what a solution will need to contain to try and improve on 

the current state of play, and to design and develop a possible solution. The solution will 

also be targeted to an appropriate audience. The audience that is expected to use this 

solution would include developers, project managers, and Data Protection Officers.  

The introduction of a consent request explanation is an example of how the framework 

could be made to reflect the data subject’s needs. 
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1.6.4 Step 4: Demonstration 

Chapter four will look at demonstrating how the possible solution would work in a case 

study. By adding an “consent request explanation” into the ICBDF, written in a way that is 

targeting the needs of the data subject, it is thought that this will assist the data subject in 

understanding what is being asked of them so that they will be able to give informed 

consent. 

In this chapter we aim to demonstrate via a case study how the ICBDF can take into 

account the requirements of the data subject, as well as the requirements of the service, to 

form what the data subject is being asked.  This may also have an effect on how the data 

subject is asked. 

1.6.5 Step 5: Evaluation 

Chapter five will look at how the possible solution could be evaluated against a current 

model with a case study or comparison.  

The ICBDF will be compared against another Pbd framework (Orange Consent 

Management System) to show how the ICBDF helps to gain informed consent from the 

data subjects, where this is lacking in the Orange Consent Management System. 

Comparisons will include areas such as: the use of explanations for the data subject; what 

methods are used to gain informed consent; auditability of the records.  

1.6.6 Step 6: Communication 

Given that this thesis on submission will be added to the University of Brighton’s 

repository PURE, it will be able to be found by researchers so that it can be built on. Thus 

this thesis is the main avenue for communication for this work. 
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1.6.7 Intended audience of the new framework 

It is envisaged that the framework would be used by several types of users within a 

business. This would include users responsible for Information/Cyber Security, 

Privacy/Data Protection, business analysts, system development, and Project Managers. 

The framework will be able to be used by the project manager to help describe the system 

to multiple different departments (e.g., software engineers, data controllers etc.) within the 

organisation in a way that gives them a better understanding as to how the system works. It 

is envisaged that the framework will also be able to aid in the defining and gathering of the 

requirements of the framework to be able to build the system. 

Aside from the project manager, when implementing a new system, it is envisioned that an 

organisations’ Data Protection Officer would use the framework to aid in ensuring that the 

current systems used to provide services are in line with the requirements of Data 

Protection Laws.  

1.7  Chapter Summary 

In this chapter we have shown that the current legal landscape regarding data protection is 

considerably more stringent than previously. Organisations need to be able to demonstrate 

that they have gained informed consent from data subjects with regards to the storing and 

processing of personal data. 

Chapter 2 will look into current Pbd models to identify if they are able to assist 

organisations in gaining informed consent, and if not, then identify the requirements that 

are needed to be able to gain informed consent. 

Chapter 3 will look into what a solution will need to contain to try and improve on the 

current state of play, and design and develop a possible solution. For example, can the 

solution provide a way to gain informed consent. 

Chapter 4 will look to demonstrate how the possible solution would work using a case 

study. In addition, we will evaluate the possible solution against a current model using a 

case study or comparison. 
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Chapter 5 will summarise the findings of this research and highlight areas of future work, 

as well as the limitations of the solution detailed in this research. 

It is recognised that while this thesis is focused on computer science, for the work to be 

able to achieve its full potential it will need the input from a number of other disciplines, 

such as psychology, education, IT, ethics, and law.  
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2  Literature Review 

2.1  Background 

Organisations can be fined significant amounts by the Information Commissioner’s Office 

(ICO). There is increased public and press interest in privacy and personal data. 

Organisations therefore are now under much more pressure than before to ensure that 

privacy is built into their systems. It is no longer good enough to have privacy and security 

bolted onto an existing data processing system. Systems now need to be designed with 

privacy, security and consent in mind from the start. The approach is known as “privacy-

by-design” has started to emerge as a useful tool (Wuyts, Scandariato and Joosen, 2014). 

This approach places privacy within the life cycle of the development of a system, often at 

the “requirements gathering” phase, to ensure that privacy requirements needed for a 

system are included from the beginning of the systems’ lifecycle. 

In order to build security, privacy and consent management into systems, a model that lays 

out the legal and system requirements is needed. Additionally, the model will need to 

present these requirements in language that software engineers can understand (Zarrabi et 

al., 2012). This is so that the system can accurately reflect the requirements. 

Making sure the developers have a set of requirements they understand is of importance. 

This is because developers do not typically have the experience to interpret legal 

documentation (Islam, Mouratidis and Jürjens, 2011). Legal texts are not always clear 

about what is required, or provide examples for specific situations that may arise within a 

systems lifecycle. The way that legal texts are phrased is so that they are helpful for 

lawmakers and the court system. However, the legal language used is not helpful to a 

system developer who typically would find technical writing more helpful to understand 

what is required. Also, with GDPR in particular, but Information Security in general, the 

legislation is still recent and not always fully understood (Islam, Mouratidis and Jürjens, 

2011). This may be exacerbated as legislators are not used to the rapid change in 

technology and are trying to make legislation relevant to a fast-changing landscape. 

In light of this, having a framework that can help develop requirements that help software 

engineers understand the legal requirements of a system, then the system is likely to be 
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compliant with the law. The framework should have an element where the legal 

requirements are set out in the same kind of language as all other system requirements, and 

the legal requirements are considered alongside other requirements as the system is being 

designed 

For the constraints of this work, I will be considering consent management systems (CMS) 

to be included within the term Privacy by Design model. This is because both attempt to 

build privacy (and consent) into a system at the beginning of the “systems lifecycle”.   

 

2.2  Methodology 

The methodology that is to be used is based on the one presented in “Understanding 

Frameworks: A commentary to assist us in Moving Our Field forward by analysing 

our past” by Schwarz et al. (Schwarz et al., 2007). 

The first step that was taken was the selection of articles that were going to be reviewed. 

To do this, I identified the following repositories that had the types of articles that I needed 

for the literature review. The journal repositories identified are: IEEE; Westlaw; Wiley 

online library; the University of Brighton library’s One Search and Scopus. Specific 

journals in which articles were found include: Proceedings - International Conference on 

Research Challenges in Information Science; Software and Systems Modelling; Computer 

Law and Security Review; Communications of the Association for Information Systems; 

Journal of Internet Law; IEEE Pervasive Computing; Journal of Universal Computer 

Science; European Journal of Operational Research; Proceedings of the IEEE International 

Conference on Requirements Engineering; Technology Science and Frontiers in Artificial 

Intelligence and Applications. These were chosen as they publish papers that are related to 

computer science topics. 

While within the medical field, there appears to be significant work done regarding consent 

and informed consent, other fields have started to look into what informed consent is since 

the introduction of GDPR so that they can be legally compliant.  We will use Google 

Scholar as a method of confirming that relevant articles have been found as it can search an 
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extensive range of subject areas and is not limited to articles in journals by a single 

publisher. 

The two main subjects looked for: -  

• Systems that can record when a data subject has given their consent and can assist 

in managing data subjects’ information. Consent Management Systems (CMS), 

Privacy (by design and default), and how they can be modelled. This will be with a 

slant towards compliance with GDPR. 

• The second is understanding how informed consent can reliably be given by the 

data subjects. I will identify what consent is. 

These areas have been chosen so that the current consent management frameworks can be 

compared. Having an understanding of what consent is will enable us to look into how 

current frameworks cater to differences in data subjects understanding to give informed 

consent. 

The time range that has been chosen to look at when searching the journals is 2010 and 

later for the first area, and from 1990 for the second area. These time frames have been 

chosen so that for the first area that they are compliant with the requirements of the GDPR. 

For the second area, a broader understanding of what consent is and then a definition of 

consent for this thesis can be formed. 

The following search terms that have been used are: GDPR; consent management systems; 

consent; informed consent; explicit consent; privacy; Privacy by Design; Privacy by 

Default; modelling and conceptual methods; methodologies for security; methodologies for 

privacy. Areas such as privacy by design have be looked into as they may be able to assist 

in defining how a framework for consent by design can be created. The area of Pbd and 

Pbdf has been of research interest for some time, so the initial timeframe started at 2010 to 

the present to get an initial understanding of the research that has been done in this area.  

The time frames above are a general guideline, should there be relevant and useful articles 

found outside of them they will be included, with a note if they were published prior to the 

final version of GDPR. 

When reviewing the literature found for Consent Management Systems, we will filter to 

ensure that they are fully relevant for the literature review. Articles regarding Consent 

Management Systems will be checked to ensure that they describe the system in enough 

detail that they can be compared with other systems. Also, they will need to have enough 
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detail to be able to confirm how, or if, they conform to the requirements set down in the 

GDPR. Around 250 articles were found and considered through this process. Of this 

around 90 were used. 

Once the articles have been filtered, they will then be compared to each other against the 

research questions outlined in 1.1.2 Research Questions. This should also highlight aspects 

that the existing models do not capture.  

The articles concerning consent have been reviewed in a similar way to the above. 

However, this section will have more of a narrative tone. We will investigate what 

informed consent is with respect for GDPR and Privacy. From this, bringing in what the 

regulations require, we have then formulated a definition of what consent is for the purpose 

of this literature review 

2.3  Methodology justification 

The choice of using the methodology set out in “Understanding Frameworks: A 

Commentary To Assist Us In Moving Our Field Forward By Analysing Our Past” by 

Schwarz et al. (Schwarz et al., 2007) was made because of its academic standing in 

reviewing literature that proposes frameworks, and because it gives a repeatable and 

structured method for doing this. 

Other methodologies have been looked at, including Patterns of business intelligence 

systems use in organisations by Arnott et al. (Arnott, Lizama and Song, 2017); Schryen 

(Schryen, 2015) vom  Brocke et al. (vom Brocke et al., 2015) and Jetu et al. (Jetu and 

Riedl, 2012). It is worth noting that these methodologies have similarities to the chosen 

methodology, in their repeatability and structured methodology. 

2.4  Consent 

Consent as a concept is one that has changed over time, such as after the Nuremburg trials 

at the end of World War 2 (Hammer, 2016).  The kind of consent needed can be different 

depending on the nature of the situation. For example requiring informed consent before a 
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medical procedure may be appropriate, but requiring informed consent for purchasing a 

train ticket may be overkill (O”Neil, 2003). 

The concept of informed consent can be traced back to the 16th century, [Selek 2010 cited 

in (Hammer, 2016)] and its use has particularly been used in the medical field, such as 

medical research and medical treatment. The first recorded use of the term “informed 

consent" was used by a Paul G. Gebhard in a medical malpractice case in 1957 (Pace, 

1997). 

The DPA definition of consent “… means a freely given, specific, informed and 

unambiguous indication…” (HMSO, 2018) that the data subject approves of the processing 

of their personal data for the purpose that it has been requested. For a data subject to be 

able to give their consent to an organisation, they must be able to understand what it is that 

is being asked of them. The ICO has given guidance on the rules around consent requests, 

and has gone on to say that the way the explanation is given needs to be easily understood 

(ICO, 2020c). In addition if a request is  "… vague, sweeping, or difficult to understand, 

then it will be invalid" (ICO, 2020c). 

In the creation of a system, the organisation needs to be clear what it is that they are 

needing to ask the data subject, rather than how the data subject is going to interpret the 

question. If there is a lack of clarity in what is actually being asked for, and that it is not 

understood by the data subject, then the system will not collect the necessary permissions. 

It is relevant therefore to consider how can an organisation be sure that all data subjects 

they asked for consent to understand the explanation that is provide. 

There are several factors that may affect a data subject’s understanding of an explanation. 

Information overload is a factor. This may be a factor that is difficult to overcome as how 

is an organisation to know how much information is too much for any given data subject? 

It has been found that organisations’ explanations are becoming more complex, and also 

the amount of information given is increasing (Shore and Steinman, 2015). It has also been 

found that the more information that is given to a data subject, the more likely it is for 

them not to be able to process and fully understand it (Shore and Steinman, 2015). It has 

been argued that in some cases, particularly medical procedures, that overburdening a data 

subject with all the risks involved may not lead to the best outcome for them (Shore and 

Steinman, 2015). 
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The second issue that hinders a data subjects’ ability to give informed consent is the 

complexity of the information that data subjects are presented. A data subject is likely not 

an expert in the field, but they are often presented information in a way that expects the 

reader to be proficient in the area. 

The third issue might be the state of mind of the data subject. For example if they are about 

to undergo a medical procedure the data subject might be scared (Hammer, 2016), and not 

able to process the information given. Or a data subject wants to check a news story on a 

web site might just click “Accept" on the Cookie consent notice without even reading what 

they agree to. 

The above issues can perhaps have their roots in a data subjects understanding, and their 

engagement (or interest) in the explanation that they are being presented. 

It is difficult to ensure a data subject understands the explanation presented to them. One 

difficulty in this is what is termed as the "explanatory gap" (Loughlin et al., 2013), which 

is the apparent gap between the understanding of a subject, and the way something has 

been explained. An example given by an organisation may be well written, but that does 

not mean that a subject is automatically going to be able to understand it. Although if an 

explanation is able to harness a context that a data subject knows or has experienced, then 

this is likely to be helpful in their understanding of the explanation (White and Gunstone, 

2014). 

For the purpose of this thesis the definition of understanding that is going to be used is: 

“How an individual can make meaning of facts, and being able to transfer them to other 

areas" (Wiggins and McTighe, 2005). 

So, to summarise: A data subject needs to consent to the explanation given to them by the 

data controller on why, what and how, personal data is needed to be stored and processed. 

The consent also needs to be given freely, and with the data subject being able to decide if 

they want to give consent without pressure from the organisation requesting the informed 

consent (Robol et al., 2018). 

To be able to consent to the explanation, the data subject needs to be able to understand it. 

To allow a data subject to understand the explanation, the data controller needs to give the 

explanation in an appropriate and understandable way. This is key to the thesis. The quality 

of the explanation given to the data subject needs to be in a method that the data subject 

can give informed consent to.  
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Although in this thesis we are not concerned with the how of gaining consent, it is relevant 

for the person framing the explanations to consider if they want what they are asking to be 

clear. The use of guidance from the Plain English Campaign to aid in the creating of clear 

and jargon-free explanations may be helpful. Along with this, there is the “readability” 

aspect of the explanation. Readability takes in a number of layout factors, such as how the 

text is laid out on the page (text size, colour, font etc.), and also the density of the text on 

the page (Cronin, 2009).  Readability takes into account the use of vocabulary and 

grammar. Research has shown that several rules help with the written word; these include:  

• Use short, simple, familiar words 

• Use correct grammar, punctuation, and spelling. 

• Use simple graphic elements such as bulleted lists…." (DuBay, 2004). 

It has been found that if texts are too complex for the reader, then the reader is likely to 

stop reading (DuBay, 2004), so there needs to be care taken to ensure the level of 

complexity of an explanation is of an appropriate level. 

For this thesis, we have chosen the definition of consent to be the following: 

Consent: is a permission given by a data subject to a data processor/controller to process 

personal information to provide a service. For the permission to be given, the data 

processor/controller needs to inform the data subject what personal information they 

require and how they are going to process it. The permission is only for the processing that 

is required for the specific service and must be given freely. 

Although we have touched on how the consent request is presented to the data subject, that 

is not the focus, but assists us in considering the requirements of a computer system. 

The focus of this research is to look at what the data subject is being asked for rather than 

how it is being asked. This means that the consent request that the data subject is given 

needs to state what personal information is being collected, and why. Who is going to have 

access to that personal information? Why they have access to the personal information? 

2.5  Consent Management Systems in Literature 

In this section we will look at a selection of currently available systems that can be used to 

manage consent. These were chosen for their focus on gaining consent from data subjects, 

and how this could be implemented in a computer system. These systems are similar to the 
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Pbd frameworks considered later in this work, but the focus of the CMSs is how consent is 

managed, rather than looking at a system in which consent management is a part of. 

The system that is described within MAGIC: Once Upon A Time In Consent Management 

(Bialke et al., 2018) was designed to replace a thesis -based system with a more robust 

computer-based and GDPR compliant CMS. 

 

The first step in the proposed system was the use of a generic informed consent service 

(gICS) that could automatically produce printed consent documents for 

the user to sign. Once signed, the module needs to be able to import it into the digital 

system. This is illustrated in figure 1 

 

 

Figure 1: A structured exchange format for informed consent templates fosters the convergence 

of paper-based and digital informed consent management with generic informed consent 

service (gICS) (Bialke et al., 2018). 

The gICS is described fully in “May I? Challenges to a generic, automated electronic 

administration of consent” by L. Geidel et al. (Geidel, Bahls and Hoffmann, 2014)5. This is 

a very useful system, as it enables the easy management of the consent templates when 

they need to be updated.  

As the consent templates are printed out when required, the need to recall batches of pre-

printed forms is removed. It also requires little to no change in the working practices of the 

staff who are gaining the consent of a user. As the printed and signed form is then 

digitised, the user’s consent is more easily managed on the digital system than it is on a 

paper-based system. It should be mentioned that this gICS was developed prior to the 

 
5 The paper was originally in German, Google translate was used to 

translate into English. 
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finalisation of the GDPR. That said, however, it was intentionally developed to be modular 

and be able to be updated as requirements (regulatory and business) change with time. 

The Magic system then able to take the consent form (either electronically or paper-based) 

depending on the modules that have been assigned to the consent form template. 

Depending on if consent has been given or declined, the appropriate policies can be 

applied. The Magic system collates the requirements for the system from published legal 

requirements along with the requirements of current systems, so that it is able to produce a 

system that is able to automate the consent management within an organisation. This 

includes technical standards use in the organisations it is being designed for, so that it 

could be inter operable with existing systems. 

There is, however, a drawback to this proposed CMS. While the use of the gICS does help 

in the modelling of creating an automatic system to create consent forms, as it ensures that 

the consent templates collect the legal and system requirements, it does not however take 

into account any requirements that the data subject may have, e.g., large font. Thus it does 

not collect all of the requirements for the consent forms.  While the authors of the 

document state that it is a “work in progress” (Bialke et al., 2018) it is still worth 

considering even if the implemented system has been modified. 

In “Blockchain For Consent Management In The eHealth Environment: A Nugget For 

Privacy and Security Challenges” (Genestier, 2017) it is proposed that for current content 

management systems, consent is an all or nothing choice. The end-user is unable to control 

who is able to make use of their data. They also propose that each application has its own 

pool of data that is not shared between applications. 
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Figure 2: Existing Solutions for Consent Management (Genestier, 2017). 

 

They go on to propose what they call the “Orange Consent Management Service". This 

solution uses block-chain technology, and as such, it is able to share consent 

management across a number of applications. 

 

Figure 3: New features for a Consent Management Enviroment (Genestier, 2017). 

 

This solution can help improve trust, as the consent is distributed across several systems, 

and there is no one single point of failure. In addition, as the solution is using block-chain 

technology and the ledgers are duplicated, it becomes very difficult (if not impossible) to 

falsify the records. Trust is further increased as it is possible to audit the ledgers by third 

parties. 

For the Orange Consent Management service, the authors chose Hyperledger as the block-

chain. This is because Hyperledger is a private block-chain which limits access to the 

block-chain system to authorised users. This is different from public block-chains such as 

Bitcoin that anyone can join. 

The system has four main steps in its working. Firstly, it records the consent given by the 

data owner (user) and this is recorded in the Block-chain via the consent management 

server. Then in the second step, the user’s data is recorded, 

and stored on the data server. Thirdly, third parties access the data that the user has granted 

them authorisation to access. This is done by the data management server checking with 

the consent management server. The consent management server also updates the block-
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chain. Finally, third parties are able to review the block-chain to audit the organisations 

compliance. Figure 4 shows this. 

 

Figure 4: Solution Demonstrator: End to End Vision (Genestier, 2017). 

There are some drawbacks of the Orange Consent Management Service as described. 

Firstly, at the time of the publication of the literature, the Hyperledger block-chain system 

was in Beta. Second, it is also not known if the service as described can be scaled up and 

thus able to support a large organisations CMS’. Thirdly, the authors also raise the 

challenge of whether enough organisations can agree to be a part of a consortium that 

would allow the benefits of the Hyperledger block-chain system. 

Blockchain for Student Data Privacy and Consent uses the Hyperledger system that was 

used in the Orange Consent Management Service. The Hyperledger, is a Blockchain 

implementation that is an open-source blockchain technology to aid them in creating a 

consent management system for the education environment. This could lead to advantages 

such as limiting the ongoing costs of using the system (i.e., no re-occurring licencing fees) 

and that it can be fully customisable for the needs of the users (as it is open source). 

However, there are some disadvantages, such as needing the in-house expertise to be able 

to maintain the blockchain system, and that as because Hyperledger is not backed by a 

large company (e.g., IBM or Microsoft) educational institutions may be nervous in 

adopting it. 
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It appears that the Orange Consent Management Service has lately implemented 

Hyperledger V1 and is working with several projects to implement demonstrator 

implementations with several organisations. (Orange, 2022) 

In this system rather than looking for the consent of the data subjects (who are children), 

they are looking for consent from their parents. For the purposes of GDPR it would need to 

be able to gain the consent of both the children and their parents. 

In their system, they have entities of a Data Manager (DM) who maintains the database of 

personal data, a Data User (DU) who is an entity that needs consent to use the data (in this 

case, a school). They also have an Authorised Agent (AA) who administrates the creation 

of other AA’s or DU’s who need to get the consent of an Associated Entity (AE). The AEs 

are the owners of the data, in the case of this system they are the child’s parents. 

 

Figure 5: A visualisation of the STEM India data Authorization and Access System (Gilda 

and Mehrotra, 2018). 

Figure 5 shows how the DM has the authority to associate parents with their child’s record 

and the child’s record can move between the educational institution’s workers, and how 

educational institutes are able to manage who in their organisation has access to the 

records. It also shows how a DU can request consent from the parents using this system. 

The system also has a permissions structure built-in, and limited access is enforced by a 

permissions file within the Hyperledger Composer part of the Hyperledger ecosystem. 

Access to the resources can be limited depending on the role that an entity has. 

There are three functional algorithms used in the system to ensure the privacy and security 
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of the data stored. Each function adds to the system update to guarantee that all updates, 

changes or other work has been completed.  

The three functional algorithms are: 

 

• General Authorisation: this is to ensure that the current user has the credentials to 

be able to initiate this function, and also has the same authorisation root as the 

transaction. This is to prevent the initiator from giving authorisation to another user 

that they do not already have. So, an AA from one educational institution cannot 

give access to their data to an AA from a different educational institution. 

• Associations: This process confirms that the person starting a transaction has the 

correct associations to the data e.g., the parent is associated with the student record. 

This also confirms that the associations are not out of date. e.g., when a student has 

moved to a different educational institution. 

• Consent: This function uses the previous two functions to ensure that consent has 

been gained from the correct parent and is stored by the correct educational 

institution.  

The authors of this paper did highlight three main areas when they evaluated the 

security of the system. The first being “nosy parents", or parents who want to compare 

their child with other students in their class. They got around this by only giving 

parents “read” access to the records of their child only. The second being “nosy 

volunteers" or staff/volunteers who have the privileges to be able to create accounts 

and use this to give themselves accounts that can see student records that they should 

not see. The authors think that this is a moderate risk, but by limiting the time that a 

volunteer has access to the system could minimise this risk. (E.g., a volunteer can only 

access the system in working hours and for no more than 20 minutes per log in). The 

third are “Hacktavists” or people who are outside the system who would gain access to 

the system by subversive means. The authors have mitigated this risk by having a 

single trusted database admin (the Data Manager). There are some areas where this 

system could improve however. The first is that with GDPR in the UK, children of 13 

and up are considered to be able to give consent for themselves (ICO, 2018). In 

addition the child has the right (like adults) to request the data to be updated and to 

remove consent (ICO, 2018). This proposed system also does not appear to have a 

mechanism to be able to ensure that the explanation for consent is understandable. Like 
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the Orange Consent Management System, questions around how scalable the system is 

are present in this system as well. There appears to be a single point of failure in this 

system as well, if the database that the DM is in charge of is not available for any 

reason this would cause issues for the use of the whole system. 

 

Compliance through informed consent: Semantic-Based Consent Permission and Data 

Management Model (Fatema et al., 2017) puts forward a consent and data management 

model for recording and management of consent. In this model, there are several parts 

that have separate but related tasks. The Consent Manager (CM) keeps the current 

consent (and by extension, the permissions) that are relevant for the current processing 

of the data. The Context Handler (CH) is responsible for managing the current context 

and detecting changes to the context and alerting the CM and Data Manager (DM). The 

Data Manager is responsible for managing and protecting the data, including enforcing 

permissions to the data. The final part is the Provenance Manager (PM). This provides 

a log of all activities that have affected the data; it also tracks the consent and data 

through its life in the system. It is able to provide an audit trail so that in the event of a 

data breach or an audit, it is possible to find out when an event occurred. 

 

Figure 6: Consent and data Management Model (Fatema et al., 2017). 

 

The flow of interaction within the model is as follows: 
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• The User Interaction Handler gains consent the first time a user registers or logs in 

to the system. This is then passed for validation by the CM, which logs 

this and passes providence related data to the PM. 

•  The CH generates the context of a new sign up, and informs the DM. 

• The DM ensures that the appropriate permissions are assigned to the data, 

regarding the intended use of the data, as specified by the consent that has been 

given.  

• The CH records changes in context and consent and passes this to the CM and DM. 

The CM identifies the change, and updates itself and the PM. The DM halts 

processing of the data and checks the new consent before processing it further. 

• When consent is revoked, this is detected by the CH and passed to the CM and the 

DM. The CM records the revocation of consent. The DM stops processing of the 

data, and adjusts accordingly, which may include the deletion of the data stored. 

• The PM records in a log, all changes involved the data and the consent. This 

includes how consent was gained, and how the data was stored including if the 

data was shared and how and where it was stored. 

The authors of this paper do note that (at the time of writing their paper) they are working 

on using this model in real-life situations. So, this model has yet to be tested so it may see 

changes in the future once it has been used within an organisation. In addition, while it puts 

forward a model for managing and auditing consent, it does not cover how to ensure that 

the end-users’ consent has been given with their full understanding of what is being asked 

of them. 

2.6  Privacy By Design 

Privacy by Design (Pbd) is an approach that when creating a new system, the Privacy of 

sensitive information is considered from the very beginning of scoping the requirements 

for the system (ICO, 2019a). 

The concept of Pbd is not a new one; it was coined in the 1990s (Morales-Trujillo et al., 

2018). However, with the introduction of GDPR in the EU, it has now become a legal 

requirement (European Parliament, 2016).  



40 | P a g e  

 

Pbd research has been carried out in several areas. This includes Internet of Things (IoT), 

(Perera et al., 2020); Big data (Cavoukian and Jonas, 2012); Smart Healthcare (O’Connor 

et al., 2017); Smart Homes (Perera et al., 2016); as well as in the area of the European 

Union’s (EU) General data protection Regulations (GDPR) (Morales-Trujillo et al., 2018). 

A. Cavounkian also mentions other areas that work has been done in regards to Pbd 

include: Surveillance; Biometrics, Smart Meters; Mobile devices; Near Field 

Communication (Cavoukian, 2012). She goes further to lay out 7 foundational privacy by 

design principles:  

1. Proactive, not Reactive; Preventative not    

   Remedial;  

2. Privacy as the Default Setting; 

3. Privacy Embedded into Design;  

4. Full functionality – positive sum, not zero sum;  

5. End to end Security – Full lifecycle protection;  

6. Visibility and Transparency – Keep it open;  

7. Respect for user privacy – Keep it user-centric. (Cavoukian, 2009). 

It has been suggested that some of these principles are easier for a software developer to 

use in the design of a system. Principle 2 could easily be defined such as where there is an 

option for a user to choose their privacy settings; the default should be that their privacy is 

retained. Principle 3 is essentially telling us that privacy should be included in every step 

of the design of a system (Schartum, 2016). However, the other principles are useful as 

they give us what the final system needs to include, but they do not give an idea as to how 

they are going to be achieved. 

Having a framework containing clear guidelines about how privacy can be implemented to 

aid developers in creating applications that contain improved privacy (Perera et al., 2020). 

This would lend support to the idea that having a framework for privacy will improve the 

privacy of a system. It may also support the idea that embedding appropriate privacy 

education/advice throughout an organisation would aid in improving how privacy can be 

managed within an organisations system. 
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While a focus has been placed on how to implement Pbd within the area of system 

development, a significant problem has the possibility to undermine an organisation’s 

attempt to implement Pbd. This is getting an organisation’s management involved in a 

meaningful way in the creation and implementation of a privacy policy. The need for 

management to be fully engaged is important, as personal data can be vital for the 

organisation’s bottom line (Spiekermann, 2012). This could be from being limited in 

strategic opportunities, but also from media backlash and legal cases.  

As mentioned above, when talking about foundational Privacy by Design principles, 

privacy is a concept that is difficult to define. And as such, it may lead to difficulties in 

understanding for developers and managers, as to what it is they need to protect along with 

the risks and benefits of protecting it (Spiekermann, 2012). Having a framework that 

allows an organisation to identify what personal data they have, and how to identify the 

risks to the personal data could be very helpful to influence an organisations’ privacy 

policy and Pbd framework. An example of a framework that could assist with this is the 

privacy and data protection Impact Assessment Framework for RFID Applications 

(European Commission, 2011). This is something that could be used in conjunction with 

the ICBDF to help organisations implement appropriate security measures. 

2.6.1 Pbd frameworks: How do they manage consent? 

In this section, we are going to investigate how Pbd frameworks manage the collection 

of consent from data subjects. In the frameworks that collect consent, do they provide 

a framework compliant with the informed consent requirements of the DPA 

legislation?  

The methodology for finding literature can be found in section 2.3.  

I filtered the results of my search for duplicates. For this, I would discard a summary 

paper if I already had the full version of the paper.  

For this investigation, I am only looking at Pbd frameworks that have a consent 

recording function in them. The reasoning for this is I am looking at how consent is 

managed in them, so they need to have a consent function in them.  

I looked to answer the research questions: 
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i) How they implement the gaining of consent, and if current models are able 

to help gain informed consent from data subjects. 

ii) If they do not help gain informed consent, what requirements would be 

needed to be implemented in a framework that does help gain informed 

consent? 

The DEFeND project has been developed a Pbd framework build around the 

requirements of the GDPR, and as such, has included functions to record the consent 

of data subjects. In the DEFeND Architecture: a Privacy By Design Platform for 

GDPR Compliance, they acknowledge that “…obtaining user consent is difficult" 

(Piras et al., 2019). 

 It also has functions to ensure that the information held is just what is required , as 

well as being able to offer differing levels of data security based on the sensitivity of 

the personal data that is being held. The framework goes a long way to covering the 

foundations laid out by  A. Cavounkian’s work (Cavoukian, 2009). 

However, it is not clear in the referenced document as to how it goes about gaining the 

informed consent of data subjects, or data subject guardians. While the actual methods 

that the DEFeND project use to gain informed consent are confidential to the project, 

the DEFeND project has advised that these methods are based on current tools and 

advice from the French data protection agency CNIL. 

The paper: Modelling6 and Reasoning about privacy-consent requirements (Robol et 

al., 2018), looks into a model that is being used within the Trentino Health-care 

provider. Like the DEFeND project, it looks into how consent can be gained, and how 

the personal data is used within the organisation.   

 

 
6 This is the spelling that is used in the title of the paper. 
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Figure 7: APSS information view modified (Robol et al., 2018). 7 

 

In Figure 7 we can see in an informational view, how the patient’s information can be 

linkable to them via the first aid report that is passed to the Doctor, or prescription that 

the psychiatrist has access to.  

In the model, the patient is asked for consent by the First Aider to be able to pass on 

the personal data to the professionals (Doctor, Pharmacist, etc.) that need to see it to 

be able to provide care. 

This model is one that has been developed and tested in a “live” system, and in its 

evaluation, it was reported that participants were positive regarding the model. 

Although of the groups that were mentioned within the document that participated, the 

data subjects (in this case, the patients) were not mentioned.  

An additional concern regarding the model is that in the paper there is no mention 

regarding the understandability of the explanations given to the patients, particularly 

as when they are asked for consent, they are being given first aid. Depending on the 

situation, the person giving the first aid may not know what personal data is going to 

be needed, or who is going to need to have access to it. In addition, the person 

receiving first aid may not be in a condition to be able to give consent, let alone 

understand what is being asked of them. 

The paper, An Agent-Based Framework for informed consent in the Internet of Things 

(Neisse et al., 2015) puts forward an interesting consent framework. In this 

framework, it uses the model-based Security Toolkit (SecKit) to apply rules around 

 
7 This is the spelling that is used in the paper. 
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events that occur on an IoT network. The system uses an Event-Condition-Action 

(ECA) ruleset in which should an Event occur (e.g., connecting to a new network), it 

applies a Condition. This Condition could be things such as time of day or location 

where the Event is happening. The Action part is what enforcement action should take 

place, e.g., Allow, or Deny. The enforcement action is based on the policies that the 

data subject has selected in a secure gateway. The secure gateway is a user-centric 

system that allows them to choose the policies that they want to apply to their personal 

data. 

 

Figure 8 Sequence diagram showing the interaction between domains (Neisse et al., 

2015). 

In Figure 8 shows how the gaining of consent works within this framework. The data 

subject subscribes to a service provider (e.g., the heating controls of their home). They 

accept the requirements for that service (e.g., communication with the heating system).  

Once the data subject has done that, they are able to specify what policies they wish to 

add to their information. From then on, whenever the data subject connects to a 

service provider, the policies that they have applied to their account are used to govern 

the Action taken in the ECA process. 

This is a very interesting and novel way in which consent can be managed over several 

IoT systems. However, as with the other two frameworks described, it does not 

consider the requirements of the data subject.  
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What we have seen above is not unusual in Pbd frameworks. Whilst there are 

frameworks that are able to record if consent has been given, and manage the personal 

data in an appropriate way, they do not look at how consent is given, and if the data 

subject actually is in a position to be able to give informed consent (Morales-Trujillo 

et al., 2018) (Perera et al., 2016) (Sing, 2018). There are, however, Pbd frameworks 

that appear to be made for use in systems that do not deal with personal data, and thus 

do not have a component for requesting data subject consent  (Le Métayer, 2013) 

(Kung, Freytag and Kargl, 2011). 

It appears that the areas of: 

•  How informed consent is reliably collected  

•  How the amount of personal data that is collected is only what is needed (data 

minimisation). 

• How the processing and access to the personal data is minimized.  

Do not appear to be explicitly covered within current Pbd frameworks.  

2.7  Conclusions of Literature Review 

In this chapter we have looked at several Pbd and CMS models. They all have a method of 

collecting consent, however with regards to gaining informed consent they are none of 

them have a method of doing this. Below is a bullet point summery of the framework’s 

limitations and strengths: 

Strengths: 

• Frameworks have a method of collecting data subject’s consent. 

• The frameworks looked at do appear to manage the personal data in a 

secure and appropriate way. 

• The use of Hyperledger (blockchain) technology to store the subjects’ 

choices in Orange Consent Management Service appears to be a secure 

method of keeping it secure. Ensuring the integrity and availability of this 

data. 
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Limitations 

• The frameworks while collecting consent do not take into account how 

consent is given. Typically, this is a “check box” to say that consent has 

been given.  

• Gaining informed consent is something that is not considered in the 

frameworks looked at. 

• The frameworks seem only to be made for people working within an 

organisations’ computing department, to assist the creation of a computing 

system.  

• To gain informed consent other professions need to be consulted.   

 

So, it can be said that there will need to be some extensions that would need to be 

implemented to allow my framework to gain informed consent. 

We have looked at Pbd frameworks in this chapter, and it becomes clear that the 

frameworks looked at in this section do not have a way to confirm if the consent they are 

gaining is informed consent or not. 

There are several requirements for the extensions we are now going to introduce. These 

include a method of identifying what it is that needs to be asked of the data subject. And 

framing the consent explanation to take into account the requirements of the system and 

the data subjects.  

How the requirements of the data subjects are identified are outside of the scope of this 

research. 
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3 Proposed Model 

3.1  Introduction 

To bridge the gaps identified in the last chapter (Chapter 2) we looked to develop a model 

that can assist in the creation of a system that: 

1. Includes concepts that help gain informed consent that can help design a computer 

system to store and process personal data in a way that is compliant with DPA 

legislation 

In the model, there are several concepts that have been sourced from the UK’s ICO. The 

choice of using the ICO as a basis of the definitions is that they are the UK’s regulatory 

body for data protection. The Information Commissioner is the person appointed by the 

UK Government who has the power to investigate any data breaches and apply corrective 

actions such as issuing reprimands and, if needed, fines to organisations operating as either 

data controllers or data processors. The ICO also produced definitions on their website for 

the use of individuals and organisations in a manner that does not include legal jargon to 

aid in the understanding of the Data Protection Act 2018. 

Other definitions are based on the text within the Data Protection Act 2018 itself, as this is 

the statue that implements GDPR in the UK. Differences between the text in the Data 

Protection Act 2018 and the text of the GDPR should be minimal, as the DPA 2018 has 

been implemented to bring GDPR into law in the UK. 

Some of the concepts are not explicitly named in the DPA 2018, but the concept is implied 

by its role. For example, the data subject guardian is not mentioned by name in the act, 

however, the role is talked about in relation to children up to 16 (in the UK 13) (HMSO, 

2018) and for those over 16 who are not likely to be able to give informed consent. For 

those over the age of 16, there is the assumption that they are able to give informed 

consent, unless it is shown otherwise, such as having Power of Attorney in place (ICO, 

2020c). 

I have added several other concepts into the model, while they are not mentioned in the 

DPA, these concepts would typically be used by organisations. For example, the data 
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acquirer. This is the entity that gets the consent from a data subject. This, in a larger 

organisation, is likely to be a website or a salesperson. The data acquirer would be 

authorised by the data controller to gain consent from a data subject.  A data acquirer 

might also be a third-party employee in situations where a third-party organisation has 

been authorised to sell the service on behalf of the data controller.  

In the papers that we covered in the Literature Review (Chapter 2) the concepts mentioned 

so far, either do not have a direct equivalent or are not mentioned. 

I have added the new concept of Consent Request Explanations, this concept is critical to 

the ICBDF as this is the method that should increase the likelihood of informed consent 

being obtained by this framework. 

The Consent Request Explanations are aimed to give the data subject an explanation that is 

full and clearly tailored to the data subject, this will allow them to be able to give informed 

consent. The explanations should include what information is required to provide a service, 

and how that information is going to be used and processed. It should also include if the 

information is going to be shared with third parties (e.g., banks to process payments, 

delivery companies so that physical items required for the service can be delivered). The 

explanations should also take into account requirements of the data subject.   

An example of this might be where an introduction is given one to one by the data 

acquirer, then the explanation is given in a short video which uses visuals/audio/subtitles 

followed by a print out of the salient points and an enquiry from the data acquirer if there is 

anything else the data subject needs to clarify the explanation. 

In this proposed model, we include the ability for an organisation to be able to provide 

multiple explanations of how they are going to use personal data. This allows the data 

subjects to be able to choose the explanation that they can most easily understand.8 The 

choice will be recorded so that the organisation can demonstrate if asked, how it is 

attempting to gain informed consent.  

The identification of the data subject’s requirements is not part of this proposed 

framework. The proposed framework is showing that this needs to be considered when 

using the proposed model to create a system. 

 
8 The creation of consent request explanations may need the input of non-technical staff to help ensure they 

can be understood by members of the public  
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3.2  Proposed Framework 

See next page 



50 | P a g e  

 

 

 



51 | P a g e  

 

Figure 9: ICBDF 

 

Figure 9: ICBDF shows the ICBDF, the concepts and how they are related. It is possible 

that there could be multiple instances of each of the entities within the ICBDF (e.g., more 

than one data subject or data processor). It is not envisaged that the Framework would be 

limited solely to one-to-one relationships. It shows that it would be possible to have a one-

to-many relationship within the framework (e.g., one data controller with many data 

subjects or data processors).  

The ICBDF uses strings in many cases to allow for data to be entered in a variety of 

formats, such as 1/10/10 or First of October 2010 for a date. Integer ranges are not set to 

allow for them to be configured in implementation as needed by an organization. It is 

recognised that in the case of gender (in target audience) is a Boolean value, although this 

can be changed to an integer or string to allow for non-binary genders as needed. 

It is possible that a data subject may understand a consent request explanation, while their 

data subject guardian may not, (or the other way round). It is also possible that a data 

subject guardian may understand the explanation and give their consent but the data 

subject does not give their consent.  In this case the data subject and data subject guardian 

need to understand the consent request explanation and give their consent for the personal 

data to be used by the organisation. 

Below are definitions of the concepts of the Language used in the ICBDF: 

1. Informed Consent: 

Is the permission that a data subject gives an organisation to use their 

personal data in a specific way. Based on (ICO, 2021a). 

The informed consent is always owned by the data subject and can be modified or 

rescinded by the data subject at any time. The informed consent is given for the 

reasons the organisation has asked for to be able to provide a service. The data 

subject needs to understand what it is they are giving consent to.  

 

2. Data Subject 

Is “… [a] living individual on whom personal data is held.”(ICO, 2020b). 
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The data subject has the attributes of Target Audience. This gives the data subject a 

number of values (such as language) that they may acquire. This includes (but is 

not limited to) the data subject language, or age. 

 

3. Data Subject Guardian 

This is a person who has responsibility for the data subject.  

This can be either because of their age (European Commission, 2018) (ICO, 2018), 

or if they are not likely to be able to give informed consent. 

The data subject guardian has the enumeration of Target Audience Guardian. This 

gives the data subject guardian a number of values (such as language) that it may 

acquire. This includes (but is not limited to) the data subject guardian’s language, 

age and needs. 

 

4. Consent Request Explanations: 

This is a collection of explanations that the organisation has created to give to 

the data subject.  

The explanations would be provided to aid the data subject in understanding what 

giving consent for. The collection should be in appropriate formats for the data 

subject’s requirements. Each of the explanations should detail what personal data is 

required, how and by whom it is going to be stored and processed, and the reasons 

for its storage and processing.   

 

5. Data Acquirer: 

The data acquirer is an entity that directly interacts with the data subject to 

gain consent. 

This may be an employee of the organisation, the organisations’ website, or a 

person not directly employed by the organisation but who has been authorised to 

work on behalf of the organisation. 

The data acquirer does not perform any further actions with the personal data 

collected. This entity could be considered to be equivalent to a service user within 

the ITIL 4 framework (Brahmachary, 2019). 
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6. Organisation 

“An organized group of people with a particular purpose, such as a business 

or government department.”(Lexico Dictionaries, no date)9. 

Within the ICBDF an organisation is the entity providing a service either directly to 

a data subject (this acting as a data controller) or to another organisation (thus 

acting as a data processor). 

 

7. Service 

“A government system or private organization that is responsible for a 

particular type of activity, or for providing a particular thing that people 

need.”(Cambridge English Dictionary, no date c). 

Examples include: mobile phone services, education, online shopping, banking. 

 

8. Personal data 

Any information relating to a data subject 

This could include information such as an individual’s name, address, phone number. 

This could include additional attributes that could be included at a later time, or 

attributes that are not known. Subsets include: 

a) Sensitive data: 

A subset of personal data that requires additional protections. 

This could include information such as sexuality, race, or genetic data. 

b) Identifiable data: 

Information that you can identify a data subject from. 

This could be an Identity Number, or a combination of information that allows 

identification. (E.g., name, address and phone number) 

Information that is in one of the Subsets may be identifiable via the definitions 

within the DPA, and thus steps to ensure the correct level of security are taken at 

the time of collection (e.g., asking for sensitive data in a private location). 

 

9. Data Controller 

“An organisation that determines the purpose and means of the processing of 

personal data” (HMSO, 2018). 

 
9 English spelling can be with an S or a Z. US English is only with a Z. 
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This would be a person or persons who are the authorising authority within an organisation 

who have overall control over the purposes and means of using personal data (ICO, 2021b). 

10.  Service Owner 

Entity within an organisation who has day to day ownership of the service and 

identifies what personal data is required to provide the service. 

This entity does not have a formal definition within GDPR law, however the service owner 

would have the responsibilities of the service owner and service design manager within the 

ITIL 4 framework (Brahmachary, 2019). It is the service owner who identifies what personal 

data is required to be able to offer the service, how the personal data is to be stored and 

processed. The service owner also needs to specify if a third party is going to have access to 

some or all of the personal data collected and why they need to have access to it. The service 

owner also needs to ensure that the minimum amount of personal data is collected for the 

provision of the service.  

Additionally, the service owner is responsible for identifying the “target audience” for the 

service.  For the purpose of this thesis target audience is defined as “… a group of people 

having common interests, demographics, and behaviour”(Question pro, 2020). 

11.  Data Owner 

 Entity within an organisation who has day to day ownership of the security of the 

personal data held by the organisation. 

This entity does not have a formal definition within the GDPR, however the actions carried 

out by the data owner are. The person (or team) is given responsibility by the data controller 

for ensuring that personal data is only used for the purpose(s) that the organisation has 

consent from the data subject to use it for. In addition, they have the responsibility of 

restricting access to only those people who need the data consented to in order to provide 

the service. 

 

12. Data Audit Logs: 

Record of all transactions that occur to the personal data within the organisation. 

GDPR requires that an organisation keeps records of the processing and storage processing 

that takes place with personal data (ICO, no date). 
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13. Data Auditor: 

This is the person (or persons) who is (are) responsible for auditing the consent within 

the system, and that the personal information needed for the service is as minimal as 

possible. 

The team also investigate any data breaches. This function may be carried out by an internal 

team (e.g., Internal Audit) or a third party (e.g., the ICO, KPMG etc). 

Relationships: 

14. Guardian of 

The data subject guardian is the guardian of a data subject if the data subject is not 

able to make informed consent. 

 

 

15. Ward of 

The data subject when not able to make informed consent is a ward of a data subject 

guardian. 

The relationship between the data subject and data subject guardian modifies the “Gives” 

relationship, where if the data subject has a data subject guardian, both have to “Give” 

their consent. 

A data subject may have a guardian for a time (while a child) then no longer have one 

(when they are over 13). Or they need a guardian when they have not previously needed 

one (e.g., due to illness). The data subject may not know that they are a ward of a data 

subject guardian in the case of illness.  

A data subject guardian may be responsible for several data subject, such as a parent with 

more than one child.  

16. Owns 

Consent is always the property of the data subject. 
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17. Gives 

The data subject “Gives” their consent for their personal data to be used. The data 

subject can always modify/change or rescind their permission they have “Given” to 

an organisation. 

If the data subject has a guardian, then the organisation needs to be “Given” permission to 

use the personal data by both the data subject and the data subject guardian. In this case the 

data subject continues to enjoy the same protections regarding “Ownership” of their 

consent. 

18. Offers 

This is where one party offers another party something. 

The organisation offers a service that a data subject wants to use. 

A data acquirer offers the data subject a consent request explanation.  

19. Reports any breach to 

The data controller is responsible for keeping the data subject informed of any data 

breaches. 

The data controller is also responsible for the compliance to the regulations by the 

organisation and any third parties used. 

20. Authorises 

The data controller authorises other entities to perform tasks on their behalf. 

This includes when the data acquirer is authorised to gain consent from data subjects. The 

data controller also authorises the service owner, data owner, and the data processor(s). In 

addition, the data controller authorises and ensures the quality of the consent request 

explanations. 

21. Responsible for 

The data controller is responsible for the personal data held by the organisation.  

This includes who has access to the personal data, and who can process the personal data.  
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22. To use 

The relationship between one entity who wants to be able to use something that is 

provided by another entity. 

For example: consent given by the data subject gives permission of the organisation to be 

able to use the personal data for providing the service. 

The data subject would also want to use a service provided by an organisation. 

23. Requires some/Required to be able to provide 

To be able to provide a service, some personal data is required. The service needs to 

be able to store, access and process the personal data in some way. 

24. Defines personal data needed 

The service owner defines the personal data that is needed to provide the service. This 

needs to include what personal data is required; who needs to be able to access it: 

how it is stored; what processing is needed to be carried out on it; along with who 

does this processing. 

It is important to ensure that the minimum amount of personal data is required, and if the 

personal data needed includes sensitive data, then additional protections need to be in 

place. 

25. Authorises Access To 

The data owner authorises who can access the personal data held. The data owner 

updates who is able to access the personal data as needed. 

26. Maintains 

The service owner maintains the service, as well as what personal data is required 

and what storage and processing is required on the personal data to enable the 

provision of the service. 

 

 

 



58 | P a g e  

 

27. Logs All Transactions  

All Transactions on the personal data are recorded within the data audit logs.  

This includes details of: 

When consent is given, modified or rescinded. 

Who has given consent? 

What consent has been given for. 

Who has accessed the personal data? 

Who has processed the personal data? 

Any breaches of security measures in place to protect the personal data. 

The data audit logs will need a high level of integrity toensure that the information it 

contains are not corrupted. The data audit logs only contain data about personal data, and 

not the personal data itself. 

28. Uses for investigations and reporting 

Data auditors use the data audit logs to ensure that the personal data is being used in 

accordance to the consent that has been given. 

Data auditors will also use the data audit logs to investigate any real or suspected breaches 

of security of the personal data. 

29. Request reports investigation of breaches 

The data controller will request investigations and or reports into any breaches of 

information from the data auditor 

30. Reports results to 

The data auditors report results of and investigations that have been carried out to 

the data controller. 

31. Is About 

Personal data is About a data subject. 
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32. Provides 

A service that an organisation offers to give to a data subject. 

For example, an organisation offers to provide a data subject a mobile phone service. 

33. To 

Is who the service is intended to be used by. 

34. Defines 

The organisation sets out the content and the format of the data consent explanations 

(Cambridge English Dictionary, no date a). 

The organisation needs to ensure that they are able to provide explanations that can be 

understood by the target audience of the service that they provide.  

35. To Gain 

The organisation needs to have the consent of the data subject to be able to use their 

personal data (Cambridge English Dictionary, no date b). 

36. Uses 

The Data Audit Logs provide the information needed by the data Auditors to be able 

to report on any breaches of Personal data held by the organisation (Cambridge 

English Dictionary, no date d). 

37. About Usage of 

The data Audit logs record how the personal data is being used within the 

organisation. 
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3.3  Guide for implementing the ICBDF 

It is expected that an organisation is able to identify the people or teams that will 

responsible for each role outlined within the ICBDF. This is particularly important given 

the explanations of the responsibilities given above. 

In this section we shall how the additional concepts detailed in the ICBDF can be 

implemented. We use UML2.0 as a modelling language which was chosen to demonstrate 

the ICBDF. This is for two reasons, firstly as I have chosen it because it has become the 

“…de facto modelling language for software development” (Lange and Chaudron, 2006) 

and is “… is rapidly becoming the standard for object-oriented systems development” 

(Grossman, Aronson and McCarthy, 2005). The second reason is that because of its 

popularity, it is likely to be one of the most accessible modelling languages in common 

use. 

It is expected that other modelling languages (e.g., Secure Tropos) will be able to be used 

to model the additional concepts that the framework adds.  

3.4 Use of the ICBDF in an opticians 

In the diagram found in Appendix B there is a decision point - is the consent request 

understood? 

The introduction of the concept of understanding the consent request explanation to 

existing models is linked to the existing concept of consent.  This is because if a data 

subject does not understand what is being asked of them, then they are unable to give 

informed consent. Thus, it is important for an organisation to be able to communicate what 

they are asking of the data subject in a way that they are able to understand. In addition, the 

data subject needs to be able to agree to giving their consent. The data subjects 

understanding of the consent request explanation, and their agreement to give consent need 

to be recorded. 
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The attribute explanation understood confirmation is needed within the consent concept. 

Without the understanding of the explanation consent cannot be given. 10 

The consent request explanations are the main way that the organisation is able to ensure 

that the data subject is able to understand what is asked of them. Thus, there are attributes 

to the consent request explanation that will aid in their understandability.  These include:  

The Text Used: This includes things such as the language used, how long the sentences 

are, the use of technical or legal language, and is the language suitable for the target 

audience? 

The Design and Layout: This would cover things such as the font and font size, if the text 

is easy to read, and if there is a clear layout. 

Usefulness: Is the tone appropriate? Has the consent Request Explanation actually covered 

what it is intended to cover, this included the requirements of the service as well as the data 

subject. 

This is showed in Figure 10: Consent Request Explanations. 

 

 
10 While it is difficult to be 100% sure if a customer actually understands the explanation, asking the 

customer if they understand is still an important step and allows them to say that they do not understand. 

How to ensure an explanation is understood is outside of the scope of this thesis  
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Figure 9: Consent Request Explanations. 

Figure 10 shows that the Consent Request Explanation needs to include two sets of 

requirements. The first is the requirements of the system (e.g. what information is 

required). The second is the requirements of the Data Subject. The requirements of the 

Data Subject are gained from the requirements of the Target Audience that they are part of. 

The use of the Target Audience Requirements is not a method for discriminating any kind 

of disability or other factor (e.g. age, gender, or gender). Its use is to help the organisation 

tailor the consent request explanations to better serve the customer. 

The above is inspired by (Plain English Campaign and Campaign, 2020). 
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3.5  Worked example: Example of the Use of The ICBDF When 

Visiting an Opticians 

The diagram that is referenced in this worked example is found in Appendix B 

A customer [data subject] enters the store and is approached by a member of staff [data 

acquirer]. The reason for the visit is identified (e.g., eye test, purchase of a new pair of 

glasses/contact lenses, collection of glasses/contact lenses). 

The member of staff then checks the in-store system to confirm the information that is 

required from the data subject to be able to provide the service. 

If consent has already been given [for example from a previous appointment] and the 

information has already been gathered, the member of staff will then confirm that the 

information is correct with the data subject. 

 

If the required information has not previously been gathered. The staff member will 

request this from the customer by providing the data subject /data subject guardian with a 

consent request explanation.  

The consent request explanation will need to meet the requirements of the data subject 

/data subject guardian, and detail what information/processing is needed to provide the 

service.  

Identifying the requirements of the data subjects would be done via the identification of the 

target audience the service is being aimed at, and ensuring that the consent request 

explanations meet the requirements of the data subject /data subject guardian, as well as 

the requirements of the service.  As mentioned in the previous section, the identification of 

the requirements for the target audience is to ensure that all customers regardless of ability 

or background are included. [Identifying the requirements of the data subjects is outside 

the scope of this work, however it is important that these requirements are included within 

the scope of producing the consent request explanations]. So the consent request 

explanations will need to ensure that they are accessible to the data subject /data subject 

guardian visiting the opticians.  
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The consent request explanation offered to the data subject /data subject guardian, needs to 

meet the requirements of the data subject /data subject guardian. If the request explanation 

offered to the data subject /data subject guardian is not understood, then they need to be 

offered another request explanation that they understand. It is envisioned that there would 

be several different consent request explainations’ that are appropriate for the customer’s 

needs.  

If there isn’t an appropriate request explanation, then this gap sould be highlighted within 

the system so that an appropriate request explanation can be created. 

If the customer has a guardian [data subject guardian] then consent needs to be gained 

from both the customer and their guardian. Appropriate consent request explanations need 

to be available for the guardian.  

The system then records that the customer has understood the explanation given to them 

and also that they have given consent.  

The personal data is stored in the system in line with the access and security requirements 

of the system. Medical information (eg medications taken, medical history) are considered, 

by the DPA, to be sensitive personal data and should be stored to a higher standard than 

other personal data.  

Payment information is shared with a third-party payment provider (i.e., the organisation’s 

bank) for the payment of the eye test and or glasses. [In the case of NHS funded eye tests 

and glasses, the relevant information is passed to the NHS.] 

Prescription information and measurements are shared with the glasses’ manufacturer for 

the provision of the glasses ordered by the customer. [Note this only occurs if the customer 

orders a new pair of glasses. If the customer orders a non-prescription pair of glasses, only 

the measurements are shared.] 

If the eye test has highlighted a previously undiagnosed medical condition, then this will 

be shared with the NHS (e.g., GP/Hospital) for treatment. 11 

 
11 However, it is my understanding is that this can be passed to a medical professional under the provision 

of health care of the data subject. 
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The data audit log records what information has been passed to third parties and the reason 

for which it has been passed to them. It also logs where the personal data is held on the 

system. 

The data owner has an ongoing responsibility to ensure that access to and use of personal 

data is restricted to entities that are approved to access it. 

The service owner has an ongoing responsibility to ensure that only the minimum amount 

of personal data is recorded.  

3.6  Example of the use of the ICBDF when creating a new 

system. 

The following example is a way that the framework can be used when a telecoms company 

wants to launch a new service. This example is illustrated Appendix C use of the ICBDF 

when creating a new service. 

The data controller would first authorise a service owner to define the service that is going 

to be offered. In the ICBDF the data controller is specific role, with specific actions.  

In terms of GDPR the service owner will need to specify what personal data is required for 

the service, along with details such as how the personal data is going to be stored, who has 

access to the personal data, and what processing is going to be carried out on the personal 

data. If third parties require access to or need to process the personal data then this is to be 

documented, along with the reasons why the third-party needs access.  For example, a bank 

will need to have access to the payment details for the reason of processing ongoing 

payments for the service. The service should not ask for additional personal data over and 

above what is needed for the provision of the service. If the ICBDF was not being used, 

then the data protection requirements may not be considered at this early stage of the 

development of the new system. Along with specifying how the personal data is needed 

and used, the service owner also needs to identify the target audience for the service. They 

will need to identify attributes about the target audience that have an effect on how the 

organisation is going to communicate with the data subject.   
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These attributes are also typically used by advertisers and marketing teams so that products 

can be advertised to a particular demographic audience.12  

The data controller approves the personal data requirements of a service. The data 

controller will also appoint a data owner. The data owner is responsible for ensuring that 

only authorised entities can access the personal data stored by the organisation. The role of 

the data owner is one that has been introduced by the ICBDF so that there is a 

person/group that has specific responsibility to ensure that the data is protected. 

The service owner, along with the data controller will develop the consent request 

explanations so that the explanations are accessible to the target audience of the service. 

The explanations should include enough detail so that a data subject is aware of how the 

personal data is being used, and by whom, to provide the service. The consent request 

explanations should be approved by the data controller to ensure the quality and 

understandability of the explanations. This is to ensure that the intended audience is 

included by the explanations. Without this step, the creation of appropriate consent request 

explanations would not be created. For example, presenting a consent form in small font 

for someone to sign, that refers the person to a website for details of what they are 

consenting to.  

Data audit logs will be kept regarding the personal data. The data audit logs should contain 

enough information to allow for investigations to be carried out if the security of the 

personal data has been breached. This should include, when personal data has been 

accessed, who has accessed the personal data, when consent has been changed, when 

personal data has been updated (e.g., a data subject has let the organisation know of a 

change of their personal details). 

The data auditors (which could be an organisations’ internal auditors, or a third party such 

as the ICO) will use the data audit logs in the event of a breach being reported, or as a part 

of a regular auditing program to ensure that the systems are working.  

The example demonstrates that using the ICBDF can help to ensure that there are auditable 

records of data subjects giving their informed consent, and that should there be a breach it 

can be fully investigated. 

 
12 The marketing of the service and the identification of the target audience’s requirements is not in the scope 

of this paper 
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4 Evaluation. 

4.1  Evaluation of the ICBDF 

In this chapter we are going to look into how the ICBDF answers the research questions 

highlighted in section 1.3.2 Research Questions.  

The Research Questions are repeated here for clarity. 

i) Do Pbd frameworks and their concepts help design computer systems to store 

and process personal data that are compliant with the informed consent 

requirements of DPA legislation? 

ii) If existing Pbd frameworks are not fully compliant, can they be extended to set 

out the foundations of an “Informed Consent by Design Framework” using 

metamodeling that is appropriate for computer systems?  

a. This should include a method to gain understanding of the data subject, but 

also help the organisation monitor its compliance.  

For this evaluation, we are going to use the Orange Consent Management System as an 

example of an existing Pbd model to compare with the ICBDF as described in chapter 3. 

We have already looked into the Orange Consent Management Service in Section 2.5 

Consent Management Systems in Literature. This model was chosen for comparison with 

the ICBSF because it can help improve trust, as the consent is distributed across several 

systems, and there is no one single point of failure. 

How does the Orange Consent Management Service help design computer systems 

store and process personal data that is compliant with the informed consent 

requirements of the DPA legislations? 

The Orange Consent Management Service does assist in helping a system that is compliant 

with many of the requirements of the DPA legislation. For example, it helps create consent 

forms. It additionally allows for data subjects to be able to give more of a fine-grained 

control over what they are consenting to. Interestingly the Orange Consent Management 

Service leverages block chain technology, which is a technology that records transactions 
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(in this case a data subjects’ choices) in a block of data and adds it to a chain (IBM, no 

date). The chain is not stored centrally, but is distributed. The way this is done means that 

it is very difficult for the choices made by the data subject to be changed by an outside 

party.  

However, regarding the requirements of informed consent that have been set out by the 

DPA legislation, the Orange Consent Management Service does not have a method of 

gaining informed consent from the data subjects. The consent forms built by systems using 

this framework are more focused on asking for generic consent for the data to be stored 

and processed, rather than presenting the request that is likely for the data subject to 

understand enough to enable them to give informed consent. 

Can we extend existing Pbd frameworks to set out the foundations of an “Informed 

Consent by Design Framework” using metamodeling that is appropriate for 

computer systems? 

In this document we have shown that a framework can be set out that includes a way to 

attempt to gain informed consent from data subject. In the previous chapter we saw that the 

ICBDF, offers a method that can expand what can be done in regards to gaining informed 

consent. This has been done by the inclusion of the concept of the Consent Request 

Explanation to gain informed consent, which includes requirements from both the 

organisation, and the data subject. This is able to present an explanation of what the data 

subjects are being asked to consent to in a way that is more accessible. The ICBDF 

framework enables the data subject to be better able to give informed consent, as unlike 

other models it attempts to include the needs of the data subject as well as the needs of the 

system, whereas other models do not include the needs of the data subject. 
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5 Conclusions 

5.1  Answering the research questions. 

In relation to the research questions, we set out at the beginning of the research, we have 

shown in chapters 2 and 4 that current Pbd models, while they can help in managing an 

organisations Data Protection responsibility, do not attempt to tackle how an organisation 

would meet the requirements of Informed Consent set out in the Data Protection Act. 

We have shown in chapters 3 and 4 that by extending existing Pbd frameworks it is 

possible to include steps to assist gaining informed consent from data subjects. This 

framework adds the requirements of the data subject along side the requirements of the 

system, when asking for informed consent, which can be added to other frameworks 

without affecting the rest of the framework. 

5.2  Comments regarding the work 

The ICBDF presented in this thesis is a foundation of a Pbd model that allows computer 

systems to gain informed consent from data subjects. A limitation is that it has not yet been 

used to create a system. It does however provide a framework that allows organisations to 

create a system that is easy to use without having to redesign the systems already in place.  

The framework is a step forward in how organisations will be able to create computer 

systems that actually take steps in gaining informed consent. When implementing the 

ICBDF an organisation will need to spent time and effort in understanding what the target 

market for their services is, and this will help them ensure that they are requesting 

informed consent in a method better tailored for their target audience. In doing this, an 

organisation will be able to demonstrate that they are addressing their legal duties 

regarding the DPA. 

It should also be noted that this work has only provided a way that a computing system can 

help gain informed consent from a data subject. It has not looked at the how informed 

consent is gained. This will need research not just from the computer science field, but also 
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other fields of research including psychology, ethics, education, and law. To fill gaps such 

as the “best” way to ask for consent, and how to ensure that updates in the law are 

considered, a multi-disciplinary team would ideally work together to aid in filling these 

gaps. 

In addition, future work on the ICBDF should include using it in a real-life situation, so 

that it can be tested to ensure that it meets expectations in a live system.  There are likely to 

be gaps that will be found when it is used for real, that are not envisioned when creating it 

in a theoretical way. 

5.3  Final thoughts and areas of future research 

The ICBDF model presented in this thesis is a starting point for future work to assist Pbd 

models to take into account how gaining informed consent from data subjects can be 

included in creating computer systems. 

As mentioned previously in this thesis, the gaining of informed consent from a data subject 

is a difficult task. There are many fields of research that have looked into this, including 

psychology, law, education. The ICBDF is proposing a method of being able to include the 

work of these fields into a computer system, that improves the likelihood of meeting the 

requirements of the DPA.  

Areas of future research found, as a result of researching this thesis, include: 

1. How informed consent can actually be gained.  

2. How to identify the requirements of the data subject and integrate them into a 

computer system. 

3. How can an organisation know that they have gained informed consent? 

Presented in this thesis, is one possible way to be able to gain informed consent in a 

computer system. This is a foundation rather than a complete solution to the questions we 

set out to answer, which it is hoped will help further research into this area. 
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Appendix A: ICBDF
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Appendix B Activity Diagram When a Customer Visits an Opticians. 
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Appendix C: Use of the ICBDF when creating a new service. 
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Appendix D: Additional case study. 

The following example is based on the framework presented in “An agent-based 

framework for Informed Consent in the Internet of Things” (Neisse et al., 2015) 

Using this framework, a system of Internet of Things (IoT) has been installed across a 

smart city. This can monitor data such as how busy the roads are, or for targeting 

adverts. Smart meters installed in homes to help monitor energy consumption of a 

household. Environmental sensors would monitor various environmental variabilities 

e.g. temperature, to help ensure that heating is used when it is needed. Residents may 

also wear smart devices that can monitor their health conditions.  

The system would be able to analyse data about the residents, for example the 

preference of temperature when at work, or lifestyle choices from the data collected by 

the IoT sensors. This would mean that when a resident visits a public place, such as a 

shopping centre, the system would be able to alert the resident with specific offers, 

and also alert them should there be a change in the environment, for example a sudden 

change of weather.  

A number of organisations that could use the IoT system. Examples would include: 

• The emergency services using the system so that they can avoid heavy 

traffic when responding to an emergency.  

• Health providers, using the data gathered from wearable IoT devices to 

be able monitor the health of their patients. 

• Advertisers use the data collected to be able deliver adverts relevant to 

the residents depending on the situation. 

• Local government using the data to be able to make better decisions 

when planning infrastructure developments.  

The “An agent-based framework for Informed Consent in the Internet of Things” 

framework provides a privacy preserving authentication method, where the system 
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controllers make digital identities for each citizen. For example a company will generate a 

digital identity for each of its employees. This way only the issuer of the identity knows 

who the digital identity is.  

This framework also uses “informed consent policy rules”, which allows residents to 

specify what they consent to, and this is enforced by an Event – Condition – Action 

structure. This structure activates when an Event occurs. The Condition of the Event is 

applied, such as when a resident comes home (event) at lunchtime on a hot day (condition) 

then an Action trigger (such as turning on the air conditioning).   

The framework also employs a User Centric Policy Manager, which the resident can store 

the permissions they choose into. Using this, the IoT devices can recognise what 

information they can and cannot collect about the residents within the area. For example if 

resident A goes to a shopping centre, the IoT devices in the shopping centre can apply 

resident A’s permissions to the data that they collect about them. This allows for the IoT 

system to be able to apply specific rules to each resident that that are collecting data about. 

While the “An agent-based framework for Informed Consent in the Internet of Things” 

framework does all of this, it does not however consider if the “informed consent” that it 

tracks is actually “informed”. It does not have a method of giving the resident an 

explanation as to what data they are collecting, who can access it and how it is going to be 

used for.  

If the ICBDF was used in this case study, at the point where the resident is being 

asked to give their consent, they would be provided with a Consent Request 

Explanation. This would be written by the organisation that is wanting to use the 

resident’s data (e.g. the local government, an employer, owner of a shopping centre). 

This explanation should be provided in a format that is accessible by the resident (e.g. 

digitally, printed etc) and should be written in a style that is understandable by the 

resident. Avoiding technical or legal jargon, and with clear explanations.  

The resident should also know who is going to have access to their information and if 

an organization is going to share it with anyone for any reason. The resident should 

also be able to contact the organisation to be able to assert their rights under the Data 

Protection Act, such as being able to see the data that is held on them, or changing 

their consent. As each organisation is giving the resident a Consent Request 
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Explanation, it should be clear as to which organisation is requesting the residents 

consent. 

The Consent Request Explanation should also state in what cases they would provide 

personal data to the emergency services. For example if the resident has consented to 

the processing of their health data, it should be made clear that emergency services 

will be given data should it be detected that the resident is having a medical 

emergency (e.g. heart attack). 

From the above we have demonstrated that in the case of “An agent-based framework 

for Informed Consent in the Internet of Things” provides a good framework. However with 

the addition of using the ICBDF it is able to improve the way that it gains the informed 

consent of the residents. In doing so it also provides the residents a record of who has 

asked them for their consent, and the ability for them to be able to contact the organisations 

that have their data if they want to change their consent. 
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