
© 20xx IEEE. Personal use of this material is permitted. Permission from IEEE must be 
obtained for all other uses, in any current or future media, including 
reprinting/republishing this material for advertising or promotional purposes, creating new 
collective works, for resale or redistribution to servers or lists, or reuse of any copyrighted 
component of this work in other works.

This is the author accepted version of:
X. Feng, K. A. Nguyen and Z. Luo, "A Multi-Scale Feature Selection Framework for WiFi Access 
Points Line-of-sight Identification," 2023 IEEE Wireless Communications and Networking 
Conference (WCNC), Glasgow, United Kingdom, 2023, pp. 1-6, doi: 10.1109/
WCNC55385.2023.10118876.

The final published version can be found at:
https://ieeexplore.ieee.org/document/10118876



A Multi-Scale Feature Selection Framework for
WiFi Access Points Line-of-sight Identification

Xu Feng
Computing & Maths Division

University of Brighton
Brighton BN2 4GJ, United Kingdom

X.Feng@brighton.ac.uk

Khuong An Nguyen
Computing & Maths Division

University of Brighton
Brighton BN2 4GJ, United Kingdom

K.A.Nguyen@brighton.ac.uk

Zhiyuan Luo
Department of Computer Science

Royal Holloway University of London
Surrey TW20 0EX, United Kingdom

Zhiyuan.Luo@rhul.ac.uk

Abstract—Despite its high accuracy in the ideal condition
where there is a direct line-of-sight between the Access Points and
the user, most WiFi indoor positioning systems struggle under
the non-line-of-sight scenario. Thus, we propose a novel feature
selection algorithm leveraging Machine Learning based weighting
methods and multi-scale selection, with WiFi RTT and RSS as
the input signals. We evaluate the algorithm performance on a
campus building floor. The results indicated an accuracy of 93%
line-of-sight detection success with 13 Access Points, using only
3 seconds of test samples at any moment; and an accuracy of
98% for individual AP line-of-sight detection.

Index Terms—WiFi Round-Trip Time, indoor positioning,
feature selection.

I. INTRODUCTION

Identifying line-of-sight (LOS) and non-line-of-sight
(NLOS) condition is crucial for WiFi-based indoor positioning
systems, as the WiFi signals attenuate greatly indoors [1].
In such environment, popular WiFi signal measures such
as Round-Trip Time (RTT) and Received Signal Strength
(RSS) become unstable and unpredictable, resulting in large
positioning errors [2], [3].

Most existing approaches for LOS Access Points (APs)
detection manually select several sets of signal statistical
features. Such manual selection cannot guarantee an optimal
feature set since it is highly time-consuming to enumerate
all possible combinations of different features. Furthermore,
the manual approaches extract the same features for all APs,
although only certain features of some particular APs are infor-
mative to the LOS detection task [4]. As for the generalisation
and transferability, manual selection lacks the efficiency for the
implementation in large-scale datasets.

To this end, we propose a framework to identify the LOS
conditions of individual WiFi AP or all of them simulta-
neously. Our framework contains a novel feature selection
algorithm leveraging Machine Learning and weighting meth-
ods. We implemented several feature selection models for
the evaluation of feature importance. A multi-scale selection
(MSS) method was proposed for optimising the selected
features. This algorithm helps the indoor positioning system
choose a small set of the most meaningful RTT and RSS
features. For implementation on heterogeneous devices (e.g.,
smartphones, laptops), RTT and RSS measures are leveraged

as the input features. The performance of our framework was
verified through a real-world dataset of a campus floor.

We summarise our contributions as follows:
• We propose a novel framework to identify the LOS

conditions of individual WiFi AP or all of them at the
same time.

• Within our framework, we include a novel feature selec-
tion algorithm using only WiFi RTT and RSS signal as
inputs.

• We shed light on the empirical performance of the
proposed framework, using a complex dataset in a real-
world indoor environment.

The rest of the paper is organised as follows. Section II
introduces the related work in WiFi LOS identification. Sec-
tion III provides a detailed description of the framework
architecture. Then the data preprocessing and the proposed
feature selection method are investigated in Section IV. The
experimental setup and empirical performances are presented
in Section V. Finally, Section VI concludes the paper.

II. RELATED WORK

One of the most popular LOS detection solutions was done
by leveraging the Channel State Information (CSI) [5], which
describes the WiFi channel properties between the APs and the
receiver in a communication link [3], [6]. Extracted features
included phase information, amplitude information, Time-of-
flight (ToF), and Time Difference of Arrival (TDoA) [7].
Power-delay profile and power-angle spectrum (PAS) were
used as features in the systems proposed by [8]. PhaseU pro-
posed by [9] studied the phase information of each sub-carrier
extracted from Channel Impulse Response (CIR). The statistics
of CIR signals were used as the input to the identification
system in [10]. However, CSI could only be implemented with
a modified WiFi driver of the Intel 5300 NIC on a PC, making
it challenging to be used on any smartphone-based systems.

Due to the limitation of obtaining CSI information, some
researchers used WiFi RSS and RTT for LOS identifications
[11]–[13]. For example, RSS measure was used as input
to a Gaussian model [14]. The system proposed by [15]
leveraged RTT measure with pedestrian dead reckoning to
make identifications. In [16], the standard deviations of both
RSS and RTT were used for LOS detection. Furthermore,



in [17], the statistics of mean and kurtosis were considered
when making identifications based on RTT and RSS measures.
Skewness, hyper-skewness and peak probability were added in
an RSS-based system for channel LOS identification [18].

III. SYSTEM ARCHITECTURE AND PROBLEM
FORMULATION

This section provides a comprehensive introduction to the
architecture of our proposed framework, including our feature
selection algorithm process.

A. System architecture

Our proposed framework consists of 4 steps (see Fig. 1).

• Step 1: A feature preprocessing algorithm is applied to
the raw WiFi RTT and RSS training data to generate
different sets of filtered features.

• Step 2: Based on the performance evaluation, these sets
of features are given the initial weights, which are then
fed into a feature selection algorithm (i.e., the feature
selector).

• Step 3: A multi-scale selection (MSS) method is lever-
aged to reduce the weight of less important features. The
new weights will be used as inputs to the feature selector.

• Step 4: When the users present their test samples, our
framework will preprocess them so that only features
selected by the feature selector remain. Finally, the LOS
conditions of all APs are identified by the Random Forest
Classifier (RFC).

B. Problem formulation

To perform LOS identification, a set of raw WiFi data is
collected at each reference point (RP) Rj(j = 1, 2, . . . , J) in
the testbed, where J is the total number of RPs. The data at the
point Rj contain K consecutive scans of WiFi RTT measure
XRTTj = {x(1)

RTTjk, x
(2)
RTTjk, . . . , x

(T )
RTTjk}Kk=1 and WiFi RSS

measure XRSSj = {x(1)
RSSjk, x

(2)
RSSjk, . . . , x

(T )
RSSjk}Kk=1 from

T number of APs.
The ground-truth label to indicate the LOS condition of the

APs at the reference point Rj is defined as a vector Yj =

[y
(1)
jk , y

(2)
jk , . . . , y

(T )
jk ]Kk=1, as follows:

y
(t)
jk =

{
1 if the tth AP is LOS at Rj

0 if the tth AP is NLOS at Rj

(1)

where t = 1, 2, . . . , T . The raw training data are de-
fined as D = {X ,Y}, where Y = {Yj}Jj=1 and X =
{XRTTj , XRSSj}Jj=1.

When new sample XTest is collected at RTest by the user,
it is preprocessed by the feature selection algorithm. Then, the
LOS condition y

(t)
Test of the tth AP is detected by RFC. The

output YTest of RFC is defined as:

YTest = [y
(1)
Test, y

(2)
Test, . . . , y

(T )
Test] (2)

IV. FEATURE PREPROCESSING AND FEATURE SELECTION
ALGORITHMS

This section explains the steps of our proposed framework
including feature preprocessing, initial weights assignment,
feature selector and testing data validation.

A. Feature preprocessing

The feature preprocessing extracts statistics from the input
WiFi measures and filters out those with low importance or
weak correlation to the label using several selection models.

1) Statistical feature extraction: A feature extraction
method is used to generate statistical features (i.e., mean
(µ), median (Med), standard deviation (σ), Kurtosis (K) and
Skewness (S)) from the WiFi input data, as follows:

µ =
1

K

K∑
k=1

xk (3)

σ =

√√√√ 1

K

K∑
k=1

(xk − µ)2 (4)

K =
1
K

∑K
k=1(xk − µ)4

σ4
(5)

S =
1
K

∑K
k=1(xk − µ)3

σ3
(6)

where xk indicates either RTT or RSS data collected at a
specific reference point.

These statistics were reported as the most effective features
for LOS detection [3]. After the process, the features in
the original data X are replaced by a new feature vector
X = {µRTT , µRSS , MedRTT , MedRSS , σRTT , σRSS ,
KRTT , KRSS , SRTT , SRSS}.

2) Importance filter: After feature preprocessing, an im-
portance filter is adopted. In this filter, five feature selection
models (Chi-squared, Recursive Feature Elimination, Mean
Decrease in Impurity, Permutation Importance, and Hierarchi-
cal Clustering) are used to remove the features in X with
low importance or weak correlations to the label Y and
generate five corresponding feature sets for the next step.
These models rank the features based on their importance
measures, and select the top Ninitial features defined by the
user. A brief introduction of each feature selection model is
described below.

Chi-squared: The Chi-squared model calculates the score
χ2
score of each feature xn (n = 1, 2, . . . , N), where N is

the total number of statistical features in X, to evaluate its
correlation to the identification result Y , as follows:

χ2
score =

∑ (observed− expected)2

expected
(7)

where observed represents the observation in LOS identi-
fication based on existing Y and features in X , expected
represents the expected observation output when X and Y are
completely independent. The higher the χ2

score is, the more
relevant the feature is to the result.



Fig. 1. The architecture of our proposed framework.

Recursive Feature Elimination (RFE): The RFE model
recursively removes the least important feature until a feature
set of a predefined size is found. At its core, RFE employs
Support Vector Machine (SVM) to assign the weights. During
the training phase, when a feature is removed, the cost function
JCost changes accordingly. Therefore, the importances of
the features are assigned according to the changes of the
cost function ∆JCost(n) indicating its importance to LOS
identification as follows [19]:

∆JCost(n) =
1

2

∂2JCost

∂w2
n

(∆w2
n) (8)

where ∆w2
n is the change in the weight of xn.

Mean Decrease in Impurity (MDI): One of the most
popular methods to calculate the feature importance is via
Gini impurity [20], which represents the probability of a false
classification for a randomly chosen variable, as follows:

Gini = 1−
L∑

l=1

(pl)
2 (9)

∆Gini(t) = Gini(t)− XtL

Xt
Gini(tL)−

XtR

Xt
Gini(tR) (10)

where L is the number of classes in the label Y , pl is the
probability of the data to be identified as class l ∈ Y , t is a
specific node in Random Forest, tL and tR are the child nodes
of t, Xt is the input to the t, XtL and XtR are data divided
into tL and tR respectively. IMDI is the weighted average of
all ∆Gini(t) where the feature is used by t [21].

Permutation Importance (PI): PI calculates the mean
decrease in accuracy of a feature to investigate its importance
to a classifier. First, the accuracy Acc of the classifier in
the original dataset is computed. During the iteration r in
1, 2, . . . , R, feature xn is shuffled. Then, the performance of
the classifier in this shuffled dataset is evaluated via the mean
accuracy decrease (MAD). The importance IPIn of xn is

defined as:

IPIn = Acc−MAD (11)

MAD =
1

R

R∑
r=1

Accrn (12)

By randomly shuffling each feature, PI evaluates the rele-
vance between the feature and the output, which is adequate
for selecting non-linear features [22]. The MAD of each
feature on our dataset is illustrated in Fig. 2.

Fig. 2. The mean decrease in accuracy from Permutation Importance. The
X-axis indicates different statistical features listed as in their original order
from left to right. Negative permutation importance indicates that the feature
is less necessary.

Hierarchical Clustering (HC): When the feature is cor-
related to others, its permutation importance is also likely to
be smaller. To address this challenge, HC is introduced to
investigate correlated features. This algorithm groups similar
features to form clusters. The result is a set of clusters that are
different from each other, but the features in the cluster are
similar. HC treats each input feature as a separate cluster, then
follows two steps: identifying the two most similar clusters
and merging them together as a new cluster. The process is
repeated until all clusters are unchanged.

B. Initial weights assignment

Once the importance filter has been applied, each
of the five selection models generates its feature
sets X̂m based on the statistical features X, where
m indicates different feature selection models. Next, RFC
is used to identify the LOS conditions. Finally, the initial
weights will be assigned to each feature in X.



The results from RFC is evaluated by macro F1 score and
accuracy. Macro F1 score is the average F1 score of all classes.
Then, an evaluation vector Em = {F1m, Accuracym} for
each feature set X̂m is generated. The reason for using macro
F1 score is that we value all APs equally. The predictions
made by RFC are the final results from cross-validation.

An initial weight wm is given to each filtered feature set by

the weights generator as wm = Em

/∑5
m=1 Em.

When X̂m is given the weight wm, every included feature
x̂nm in X̂m gets the same weight. In addition, the removed
features of this set have the weight of 0. If one feature is
selected by more than one filtered feature set, then the weight
Wn of this specific feature xn is defined as:

Wn =

5∑
m=1

wnm

{
wnm = 0 if xnm /∈ X̂m

wnm = wm if xnm ∈ X̂m

(13)

The weight vector of X is defined as W = {Wn}Nn=1. A
initial set of selected features X̂ is generated based on W.

Algorithm 1 Feature Selector with Multi-Scale Selection
Input: X (s),Y(s): input data and label of s sample size, X, X̂,W,

F1, ACC: macro F1 score and accuracy, Nmin: minimum num-
ber of features SampleSizes: a set of different sample sizes

Output: X̂⋆: final set of selected features
1: M ← |FeatureSelectionModels|
2: Xnew ← X̂
3: Wnew ←W
4: while Xnew ̸= Xold or |Xnew| ≤ Nmin do
5: Xold ← Xnew

6: Wold ←Wnew

7: for m = 1, 2, . . . , M do
8: model← mth model in Models
9: for s in SampleSizes do

10: X(s)
old ← GenerateFeature(X (s),Xold)

11: Predict ← RFC(X(s)
old,Y

(s))

12: v
(s)
m ← {F1,Acc(Predict, Y(s)), model(X(s)

old,Y
(s))}

13: ▷ the output of model is the feature importances
14: end for
15: end for
16: V ← ResultV oting(

∑
v
(s)
m )

17: Wnew ←WeightsAdjust(V,Wold)
18: Xnew ← GenerateFeatureSet(X̂,Wnew)
19: end while
20: X̂⋆ ← Xnew

21: return X̂⋆

C. Feature selector and testing data validation

The feature selector is used to decide the final set of
features. We select an initial set of features using the above
weight vector W and validate it with the Multi-Scale Selection.

1) Multi-Scale Selection (MSS): MSS process aims to vali-
date and update the initial set of selected features by evaluating
them on multi-scale sampled datasets as shown in Algorithm 1.

Multi-Scale sampling: It is used to extract datasets with
different sampling sizes from the original dataset. As intro-
duced in Section V, the maximum sampling size is 120 scans

per reference point. Different sampling sizes (i.e., 5, 10, 15,
30, 60, 120) were also tested (see Fig. 4).

Performance evaluation: As explained in Section IV-B, we
use macro F1 score and accuracy to validate the features using
RFC. The overall LOS detection performance on multi-scale
datasets represents the features’ importance.

Importance censoring: Since datasets of different scales
contain information from different perspectives, this process
re-visits the features’ importance in the multi-scale datasets
by adopting the importance filter.

Result voting: This is to censor each feature based on the
RFC performances and its importance assigned by the feature
selection models. Only features that perform well in all multi-
scale datasets are seen as informative and indicative to LOS
identification and given increase in their weights.

2) Final feature set and testing data validation: Rejected
features containing fewer hidden patterns have their weights
reduced through weight adjustment. After updating W, the
weight generator and feature set generator re-select a new set
of features for the MSS. The above process repeats until a
final set of features X̂⋆ is decided where all selected features
are included.

When the user reports test samples XTest, statistical features
XTest are extracted. Then a set of the most meaningful features
X̂⋆

Test are selected based on the final set of features X̂⋆

generated by the feature selector. Finally, RFC makes LOS
identification.

V. EXPERIMENTAL SETUP AND EMPIRICAL RESULTS

This section details the test bed and evaluates the proposed
framework.

A. Test bed

We evaluated the proposed framework’s performance on an
entire campus floor with offices and long corridors for better
generalisation of the empirical results (see Fig. 3). The area
was of more than 92 × 15 m2 and was divided into 642 square-
size grids, to be used as reference points (RPs). Each grid
unit-size was 0.6 × 0.6 m2. 13 RTT-enabled Google APs were
set up in the same locations as the university APs’.

The WiFi RTT and RSS data were collected with an LG
G8X ThinQ smartphone. The ground-truth positioning labels
were manually collected and verified by two human surveyors
using measuring tapes and ground markers. The label of each
data sample included the coordinates of the RP and the LOS
APs. The dataset is publicly available1 (see Table I for a
summary). Note that the training RPs and the testing RPs do
not overlap. The default sample size of the dataset was 120
scans per RP (i.e. about 40 seconds).

B. The importance of feature selection

To investigate the impact of different features, we performed
LOS identification of individual AP and all APs simultane-
ously using different sets of features. For individual AP LOS

1https://github.com/Fx386483710/WiFi-RTT-RSS-dataset

https://github.com/Fx386483710/WiFi-RTT-RSS-dataset


Fig. 3. The RPs where the system makes misidentifications. The blue dots indicate the RPs of testing data while the red ones indicate the misidentifications.
The orange dots show the locations of the RTT-enabled APs. All measurements were taken in the grey area. Most misclassifications took place in areas
surrounded by complicated interior changes.

TABLE I
SUMMARY OF THE DATASET.

Data features Details
Test bed area 92 × 15 m2

Grid size 0.6 × 0.6 m2

Number of reference points 642
Samples per reference point 120

Total samples 77,040
Training samples 57,960
Testing samples 19,080
Signal measure RTT, RSS

Collection period 3 days

detection, AP6, AP8 and AP12 (as shown in Fig. 3), which
have the most LOS paths to the RPs, were chosen.

As shown in Table II, statistical features extracted from APs
were insufficient in predicting AP LOS. Because of the com-
plex indoor environment, features from the APs often do not
contain enough information. Most importantly, using all APs’
features is likely to have a negative effect on the prediction.
Therefore, our proposal of selecting only informative features
is of great significance for LOS identification.

TABLE II
THE MACRO F1 SCORE PERFORMANCE OF ALL APS AND INDIVIDUAL AP

LOS IDENTIFICATION USING DIFFERENT SETS OF FEATURES∗ .

AP6 AP8 AP12 All APs
Features of this AP 0.845 0.89 0.609 N/A

All features 0.609 0.933 0.851 0.689
Features selected by MSS 0.897 0.933 0.865 0.780
∗ Features included are all statistical features introduced in Section IV-A1.

Fig. 4. The mean value of AP1’s RTT measures with different sampling sizes
at a RP. Value of 100 indicates that there is no WiFi signal at this RP. Datasets
of different sample sizes contain signal patterns of different time period.

C. The impact of sampling size

To assess our MSS algorithm, multiple sample sizes (i.e.,
5, 10, 15, 30, 60, 120) were used to generate the multi-scale
datasets. As such, the hidden information in the features were
evaluated from both macroscopical and microscopical per-
spectives. In addition, small-size test data help us understand
the system performance when the user moves quickly (with
limited number of real-time samples).

The hidden information within the features vary on different
time scales. As shown in Fig. 4, when using a 120-scan
dataset, every RP only had one data sample. During the
features extraction phase, sudden changes of WiFi measures
were masked out when calculating the statistics of all 120
scans. On the contrary, if a 5-scan dataset was utilised, the
system would only focus on the signal patterns for a short
period (see Fig. 5).

Fig. 5. The performance of all APs and individual AP LOS identification
using datasets of different sampling sizes, compared to MSS. Statistical
features of all APs were used except for MSS where only selected features
were used. Features selected by MSS are more informative than features from
single sample size dataset.

D. The performance of the proposed framework

We evaluate the performance of the proposed framework
in identifying the LOS conditions of all APs simultaneously.
For comparison, the features chosen by several state-of-the-
art models were used. Furthermore, we compare our work
with the selected features from previous works CSEL

7 [17]
and SVM-FTM (S-F ) [23]. CSEL

7 leveraged mean values and
Kurtosis of RTT, and mean RSS. S-F utilised mean, standard
deviation, Skewness and Kurtosis of both RTT and RSS (see
Table III). We employed Macro F1 score as the primary



evaluation metric, because we value all APs and their LOS
conditions equally in this large indoor environment. Whereas,
weighted F1 score was used to mitigate the effect of class
imbalance and to investigate the performance in individual AP
identification. We observed that the proposed framework had
an improvement of up to 15.3% in macro F1 score and up to
28.8% in weighted F1 score. Hence, our proposed framework
was robust in both large and small scale LOS identifications.

TABLE III
THE PERFORMANCE OF USING DIFFERENT SETS OF FEATURES IN ALL APS

LOS IDENTIFICATION.

Weighted F1 Macro F1 Accuracy (%)
Chi 0.88 0.70 89.89
RFE 0.72 0.68 91.36
MDI 0.88 0.68 91.62

PI 0.90 0.68 91.62
HC 0.88 0.71 91.21

Proposed method 0.93 0.78 93.55
CSEL

7 0.89 0.69 91.92
S-F 0.88 0.68 89.38

The RPs where misclassification happened are demonstrated
in Fig. 3. Most false identifications took place in the cornered
areas or those surrounded by complex interiors. This was
consistent with the intuition that the more steady the signals
were, the more accurate the identification would be.

Next, we evaluated the performance for individual AP LOS
identification (see Table IV). We observed that our system
performed reliably in identifying LOS of AP with few LOS
paths. Our proposed framework only used 34 features in total
with testing samples recorded within 3 seconds.

TABLE IV
THE PERFORMANCE OF INDIVIDUAL AP LOS IDENTIFICATION.

AP2 AP3 AP6 AP7 AP8 AP10 AP12
Accuracy(%) 99.34 99.54 98.98 98.98 99.39 98.78 98.12
Macro F1 0.97 0.97 0.92 0.62 0.98 0.50 0.87
∗ APs which do not have LOS path to any RP are not included.
∗∗ Only 8 and 4 RPs have LOS path to AP7 and AP10, respectively.

VI. CONCLUSIONS

In this paper, we have proposed a novel feature selection
framework to address the research challenges and limitations
of Access Points LOS identification for WiFi-based indoor po-
sitioning. Our framework was proposed with its unique feature
selection methods using popular WiFi RTT and RSS signal as
inputs. We evaluated our system on a real-world dataset, which
is also publicly availabe. The results demonstrated an accuracy
of 93% and 98% when identifying all APs and individual AP,
respectively, using only 3 seconds of the WiFi data.
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