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ABSTRACT 

Transport infrastructure relies heavily on extended multi 
sensor networks and data streams to support 
its advanced real time monitoring and decision making. 
All relevant stakeholders are highly concerned on how 
travel patterns, infrastructure capacity and other internal 
/ external factors (such as weather) affect, deteriorate or 
improve performance. Usually new network 
infrastructure can be remarkably expensive to build thus 
the focus is constantly in improving existing workflows, 
reduce overheads and enforce lean processes. We 
propose suitable graph-based workflow monitoring met-
hods for developing efficient performance measures for 
the rail industry using extensive business process 
workflow pattern analysis based on Case-based 
Reasoning (CBR) combined with standard Data Mining 
methods. The approach focuses on both data preparation, 
cleaning and workflow integration of real network data. 
Preliminary results of this work are promising since 
workflow integration seems efficient against data 
complexity and domain peculiarities as well as scale on 
demand whilst demonstrating efficient accuracy. A 
number of modelling experiments are presented, that 
show that the approach proposed here can provide a 
sound basis for the effective and useful analysis of 
operational sensor data from train Journeys. 
 

INTRODUCTION 

The modernisation of Rail industry has led to increasing 
usage of computer systems for logistics, tactical, 
planning, performance and maintenance reasons. Rail 
industry has experienced substantial growth over the last 
decade in terms of operational method advancement 
(wayside detectors, wheel profile monitors, extended 
sensor network), processes, software and hardware 
equipment (Rail Defect Test Facility, Asset Health 
Strategic Initiative, and others). These systems generate 
millions of records per day that are constantly monitored, 
enhanced and analysed with the aim to improve industry 
capability, reduce cost and ultimately increase customer 
satisfaction. 

 Most rail operations, such as scheduled train 
services can be treated as business workflows, since they 
comprise event trails of spatio-temporal data. Techniques 
developed and tested for monitoring workflow operations 
can also be used in the context of live train journey 
auditing and performance measurement. 
 An example of such systems that fit well workflow 
orchestration and choreography is Remote Condition 
Monitoring (RCM) systems. RCM comprise multi-
sensor systems per any running vehicle that can offer the 
full picture of a how a locomotive performs within a pre-
determined time span (minute, hour, day, etc.). Its 
captured information is very low level and can reproduce 
a train journey with all relevant mechanical data. RCM is 
primarily used for technical -incident- monitoring, 
however it has also been observed as an accurate 
indicator of performance malfunctioning over a period of 
time.  
 Rail networks are prone to delays since order has to 
be maintened with emphasis to driver and passenger 
safety, cost and performance. Workflow techniques 
based on data streams and process mining can be 
increbibly valuable to Train Operator Companies (TOCs) 
to understand bottlenecks, increase capacity and 
minimize cost throughout the networks. This paper 
presents a data harmonization approach for spatio-
temporal data using graph representation and general 
time theory (Ma, 1994) which enable data harmonization 
across multi-provenance sensor streams. This work, 
although quite recent in inception, has been proven 
reliable for heavy volume data (Agorgianitis, 
2016)systems and effective in real time TOC data. This 
paper is structured as follows: Literature section witll 
refer to state of the art work in the field, Methodology 
will present the rationale and foundation principles of this 
work, Evaluation will presents real life data integrations 
with TOC Data. Finally, Conclusion will describe results 
as well as next steps for this work. 
 
LITERATURE 

Modern organisations use Business Process Workflows 
(BPW) to coordinate their processes, tasks, roles and 
manage resources with the aim to improve efficiency, 
efficacy and profitability. Workflows can automate 
processes, make them more agile and increase 
monitoring for obscure, erroneous or complex events to 
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company managers to increase productivity (Workflow 
Management Coalition, 2021; BPMI, 2021). BPW 
management differs across organisations. The size, sector 
and strategic orientation of an organization plays a key 
role on how they adopt, analyse and practice BPWs (Van 
der Aalst, 2003). A common taxonomy includes the 
phases of: Design, Implementation, Enactment, 
Monitoring and Evaluation as the workflow life cycle in 
BPW management (Muehlen, 2004). Among those the 
Monitoring phase enables the supervising of business 
processes in terms of management (e.g. performance, 
accuracy) and organization (e.g. utilization of resources, 
length of activities etc.) (Reijers, 2003). Monitoring is 
key operation informing process managers and workflow 
designers necessary adjustments to improve their 
processes. 

In the case of using Business process Modelling 
techniques to monitor train jour-ney operation there is a 
need to integrate various data from different rail systems, 
as well as the timetable to provide a detailed insight into 
real train journeys. RCM data are key to provide the basis 
of this analysis, but there is a considerable challenge to 
associate, workflow execution trails with the expected 
business process instances (i.e. timetable). This has 
proven to be a complicated task as several problems exist 
within the Railway data collection systems. For example: 
• RCM systems are independent enough, installed on
several trains at contrasting times. They generate data
that denote a workflow process execution, however, there
is no available information (linkage) between monitored
workflow traces and their corresponding workflow on a
seasonal timetable.
• Data monitoring has several phases. Firstly,
telemetric sensors are used to gather data as “low level
events”. Then data is filtered by a processing system to
produce workflow processes. Finally, the extracted
workflows are stored on persistence lay-ers of variant
formats. Each phase represents a single entity since it is
created at various times and by different architectures.
Consequently, the data transformation along each phase
allow margin for error which leads to partially
inconsistent, in-complete and ultimately faulty data.
Through data analysis which has been con-ducted on real
RCM datasets we found that such percentage can vary
but it ultimately can affect crucial attributes making
workflow generation and workflow alignment to
business process extremely difficult.
• Transport industry has many similar processes. For
instance, the same route might run multiple times within 
a few minutes interval. It is difficult to distinguish 
identical processes since most of their attributes having 
significant similarity. 
• RCM data can contain missing and erroneous
values -due to different clocks, analogue sensors and
error-prone data transmission systems and areas (such as
tunnels)-.
• TOCs have several fleets of similar trains that may
employ several dif-ferent RCM systems. Several
processes can be stored in different da-tasets which make
workflow operations substantially complex.

• Data format can follow several popular or bespoke
formats, hardening a universal workflow monitoring
approach.

Workflow experts can use various methods to 
evaluate their processes, however, large or extended 
volumes of data can make the analysis of event logs 
extremely difficult. Process Mining (PM) is the technique 
used to extract knowledge and insights by discovering 
and analysing processes from event logs (Van der Aalst, 
2011). By applying process mining, domain experts can 
use the derived information as feedback to design new 
processes or revise and enact predefined ones. In the 
literature, several algorithmic techniques have been 
introduced to solve the process mining problem. 
Algorithms like Alpha miner and alpha+ have been used 
extensively but other heuristics, genetic and fuzzy 
algorithms have also been applied (Tiwari, 2008). Each 
algorithm has its limitations on a different aspect of the 
process discovery such as fitness, simplicity and 
precision, and they may be unfit to areas where 
uncertainty, inconsistency and fuzziness is present. In 
such cases a CBR approach (Alshammari, 2017) may be 
more appropriate. CBR has been proven effective in 
monitoring business process workflow instances under 
uncertainty (Kapetanakis, 2009; 2010; 2011; 2012; 2013; 
2014)  in different interdisciplinary domains (Adedoyin, 
2017), (Al Murayziq 2015, 2017), (Amin, 2019, 2020), 
(Ekpenyong, 2019), (Lansley,2019), (O’Connor, 2018) 
by retrieving similar solutions for similar problems. 

RESEARCH METHODOLOGY 

Our workflow data follow a sequential temporal and 
spatial pattern since they represent a variety of activities 
over time. Information about workflows can be encoded 
as events (points in time) or states (time intervals). In 
order to combine the two representation primitives and 
retain the full information and its provenance, there is a 
need for a formal underlying theory and representation 
that captures both temporal information and temporal 
relations (order, concurrency etc). To represent 
effectively workflows and their sequence and 
relationships in a formal way we use the General Time 
Theory (GTT)  (Bandis, 2017; 2018), (Petridis, 2014). 
The general time theory takes both points and intervals 
as primitive. It consists of a triad (T, Meets, Dur), 
where: 
─ T is a non-empty set of time elements; 
─ Meets is a binary order relation over T; 
─ Dur is a function from T to R0+, the set of non-
negative real numbers. 
A time element t is called an interval if Dur(t) > 0; 
otherwise, t is called a point 



 

 

 
Graphical representation of a log temporal inference 

using the GTT 
In a graph representation each node represents a station 
whereas any edge represents the duration from station A 
to station B. A GTT workflow representation allows for 
a unified log interpretation which in conjunction with 
the multi-level similarity representation presents a 
foundation for adequate CBR workflow cases 
(Kapetanakis, 2014). 
 
REPRESENTATION 
 
A workflow process consists of multiple activities. 
Activities involve tasks such as “start of a journey”, 
“departure from a station”, “arrive on a station” or “end 
of a journey”. The tasks contain multi-perspective 
information such as: 

1.  Time-related information: The start and the end of 
each activity is marked with a timestamp. The duration 
of an activity is also given.  

2. Location: The station of which the activity takes place 
3. Relationships: One activity holds which activity 

follows as well as the time duration between them 

General information about the workflow is also 
available: 
1. The total duration of all activities  
2. The train unit responsible to undertake all the 
workflow activities   
3. The day of the week the workflow took place 
4. The workflow start and end time 
 
Workflows are represented as GTT event-duration 
graphs with spatial information as node-specific tags. 
Every node can be represented as: 
{StationNameq, StopDurationq, NextStationq, 
TimeUntilNextStationq} 
 
Similarity among graphs is represented using multi-
level representation based on the workflow structure. 
This can be annotated as:  
Level 1: Relevant timestamps from workflow data. 
For example, Let case 1, C1 and case 2, C2 as workflow 
representations and C1L, C2L’ their respective list of 
stations. For C1 and C2 if Start date is the same (Binary 
equal) && Start time relies within ℽ mins fluctuation 
&& C1L is like C2L’ based on an µ string threshold. 

	
	

(equation 1)	
 
Where w1, w2, w3 are empirically (expert-based) derived 
domain constants and   

w1 + w2 = w3    (equation 
2) 

Upon successful relevance on similarity 1, a Level 2 
similarity can be defined as:  

p1: create relationships => {[S1, Dur(S1), 
Dur(S2), Meets S2] ...} 

(equation 3) 
Where S1 is a starting point, Dur(S1) is the time spent on 
the station, Dur(S2) the time till the next station, and 
Meets S2 the station that follows. A Level 2 similarity is 
based on equation 3 quadruplets as:    

 
|

= | * w3 	
(equation 4) 

Where UN1 and UN2 are system identification numbers 
 
EVALUATION 
 
For the needs of evaluation we used data from 159000 
trail records approximately over the period of ten 
months. Workflows were represented as graphs using 
GTT. Moving windows using level 1 and 2 similarities 
repsecitively, were used to combine together relevant 
workflows. Four types of datasets were used including: 

1) RCM data from live train journeys 
2) Performance data from planned / expected, 

already ran journeys 
3) Timetabling data indicating planned, long-term 

planned and emergency routes across all 
networks 

4) Spatio-temporal data for any assets (stations, 
signals, depots) and train location data 
available from sensors 

GTT enabled workflow representation for all datasets 
starting from structured ones, like: Timetabling and 
Locations as well as free form ones: Performance and 
RCM. Level 1 and 2 similarities enabled workflow 
alignment and match of segments with complementary 
data provenance and information. Every performance 
journey was ranked with an indicator of delay which 
could be  

1. Type A: No delay 
2. Tybe B: Sub-threshold delay between 1-3’ 
3. Type C: Recorded Delay between 3-15’ 
4. Type D: Severe Delays of more than 15’ 

These classification scale was available just to one type 
of workflows and not the others. With the workflow 
unification, industry experts were able to see the 
journey classification as well as retrace back what 
happened on that specific case, see relevant information 
for the underlying family of services, routes as well as 
any available information on a daily basis. Based on the 
combined multiple provenance workflow data machine 
learning tehchniques were used to verify the accuracy of 
the system in numerical prediction e.g. given a specific 
trail of data can this be attributed to the right family of 
workflows and can it be classified accurately against 
delays of type A-D. 
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For the first part of the evaluation the aggregation 
results using GTT enabled graphs and level 1, 2 
similarity were encouraging with 93.89% success rate. 
 
 
 
 
 Table 1 summarises the results in terms of successful 
vs. unsuccessful cases. 

 Accurate 
Match 

Total records 

Workflow records 100% 159000 
Matched successfully 93.89% 149282 
Unsuccessful match 6.11% 9718 

Table 1: Workflow match accuracy 
 

Workflow matching had a high match ration, however 
still a high number of cases was not able to be 
connected dud to data inconcistencies, duplicate records 
and hardware peculiarities that required further 
processing and filtering. The results from this initial 
phase were treated as encouraging from industry 
stakeholders and requested the emphasis of the 
evaluation work to be placed on delay prediction given 
partial visibility of real time datasets. For this phase 
BPW mining techniques in workflow numerical 
prediction were used by applying generalized linear 
model, regression and a neural network classifier trained 
from existing workflow. Target was set as predicting 
whether a service will experience delay using early 
available data from the beginning of each route. A 
typical route can contain any number of stop between 
the range of 18 - 50 stations approximately. The first 
three nodes for each workflow graph where used as 
predictors for a combined workflow journey. For the 
needs of the evalution just week working days were 
selected as well as peak times where most delays take 
place usually. 

 Generalised 
Linear 
Model 

Regression ANN 

Min Error -878 -1025 -476 
Max Error 1754 1831 1907 
Mean 
Absolute 
Error (MAE) 56 58 68 
Standard 
Deviation 102 106 96 
Linear 
Correlation 0.756 0.787 0.863 

Occurrences 96,671 96,671 96,671 
Table 2: Predicution results, journey times in seconds 
 
As shown in Table 2, neural network predictors were 
shown most accurate in predicting delay. Results were 
interpreted positively from rail experts, however they 
expressed views for further workflow segmentation, 
special cases identification and filtering (for abnormal 
events) as well as the need for further explainability 
which will be the focus for further work.  
 
CONCLUSION 
This work presents a workflow harmonization approach 
in a real industrial environment. This work has been 
promising to domain experts since it is able to collate 
together workflows originating from different origins 
and present them under a common ground. There is 
substantial amount of improvement that can be applied 
in this field. Further work will focus explicitly on 
specialized workflow segmentation, algorithmic 
explanation and enhancement of the workflow auditing 
results. This approach seems generic and reusable to 
other domains, work which will be pursued in the future 
phases of this work.  
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